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Abstract 

Data are increasingly interwoven in various aspects of our social lives. The Covid-19 pandemic is an 
illustrative example of the role data play in our society: worldwide, researchers, public health 
authorities, media, and laypeople have been discussing epidemiological data and using them for 
decision-making. In our everyday lives, too, many kinds of data are produced. For instance, as we 
make online searches via search engines, chat with loved ones and friends via social media, or use a 
maps app on our smartphone to find our way in an unfamiliar place. Businesses, civic organisations, 
public and political actors all rely on data for their operations and decision-making. Regardless of 
the societal domain and area of application, data produced nowadays are increasingly digital. To use 
these digital data for decision-making, and literally anything else, people rely on computational 
technologies. With these, digital data can be processed, recombined, operated with, used, and sold. 
Going hand in hand with the pervasiveness of data in our society is datafication—“transforming all 
things under the sun into a data format” (van Dijck, 2017, p. 11). 

Alongside with these societal transformations, researchers across manifold academic 
disciplines and fields from computer science and information systems research to sociology, media 
studies, communication research, humanities, and education research are working on topics 
concerning this datafied society. In the recent years, the body of work about the datafied societies 
and various implications of datafication processes has been consolidating under the terms ‘critical 
data studies’ or just ‘data studies’, drawing on various ontological, epistemological, theoretical, and 
methodological approaches to studying datafication processes. How, then, in this manifold of 
perspectives, academic knowledge about datafication processes and our datafied societies is 
produced? What is ‘critical’ in data studies? How do scholars conducting research on datafication 
reflect about “what matters we use to think other matters with; […] what stories we tell to tell other 
stories with” (Haraway, 2016, p. 12) in their studies? Especially considering that scholars also rely 
on digital data designed and produced for other purposes than academic studies in their research, 
these reflective questions become critical. The conceptual and methodological inquiry into 
empirical research on datafication, presented in this thesis, provides such a reflection of the 
emerging academic field of data studies. With my thesis, I advance our understanding of how what 
is known about datafication and datafied societies is produced. 

Drawing on the concepts such as methods’ performativity and methods assemblage (Law, 
2004), practice theory, the body of work in sociology of knowledge, and on arguments from 
feminist research, I am particularly interested how methodological choices of researchers co-
produce knowledge about datafication processes in our societies. The concept of methods 
assemblage allows such an investigation as it brings together the researchers with their personal and 
institutional positionings, the researched actors and things, the empirical site of practice where 
research is conducted, and particular research procedures. I take methods’ performativity as a 
starting point of analysis rather than analytical challenge. With the literature analysis of current 
empirical studies on datafication and expert interviews with datafication scholars, my thesis makes 
several methodological and conceptual contributions to the literature in data studies and adjacent 
fields concerned with the datafied society. Methodologically, I map out methods assemblages of 
empirical datafication research and develop a heuristic for their analysis. Taken together, they can 
be used as a reflection tool for advancing sensitivities to the manifold of empirical phenomena 
addressed in research as ‘datafication’. Conceptually, I show how empirical datafication research 
produces re-situated conceptualisations of datafication. Further, I discuss the role of critique in data 
studies and propose pathways for further, generative, care-ful critique, contributing to the literature 
bridging data studies with feminist traditions of thought. I believe, in taking performativity of 
methods in data studies as an analytical point of departure, I could further our understanding and 
practices of engaging with complexity of our datafied societies in a productive way. 
 

  



 
 

Zusammenfassung 

Daten spielen zunehmend eine wichtige Rolle in verschiedenen Lebensbereichen. Ein Beispiel dafür 

bietet die Covid-19 Pandemie. Weltweit haben Forschende, Gesundheitsexpertinnen und -experten 

sowie -behörden, Medienvertreterinnen und -vertreter, sowie die Öffentlichkeit über 

epidemiologischen Daten gesprochen und diese für Entscheidungsfindung verwendet. Im Alltag 

sind die Daten ebenfalls überall zu finden: Zum Beispiel, wenn wir eine Suchanfrage über eine 

Suchmaschine eingeben, mit unseren Freunden und Verwandten über soziale Medien 

kommunizieren, oder eine Karte über die App auf unserem Smartphone aufrufen, um unseren Weg 

an einem unbekannten Ort zu finden. Unternehmen, zivilgesellschaftliche Organisationen, 

öffentliche und politische Institutionen verwenden auch Daten in ihrer täglichen Arbeit. Vom 

gesellschaftlichen Lebensbereich und Anwendungskontext unabhängig, sind diese Daten 

heutzutage zunehmend digital. Um diese Daten zu nutzen, werden Informationstechnologien 

verwendet. Mit deren Hilfe können digitale Daten prozessiert, rekombiniert, verwendet, und 

verkauft werden. Mit dieser Durchdringung der Daten in alle gesellschaftlichen Lebensbereiche 

geht auch die Datafizierung einher: van Dijck (2017) beschreibt diese als eine Transformation aller 

Dinge der Welt in ein Datenformat (p. 11). 

Neben diesen gesellschaftlichen Veränderungsprozessen beschäftigen sich auch 

Forschende in unterschiedlichen akademischen Disziplinen und Feldern von Informatik bis hin zu 

Soziologie, Medien- und Kommunikationswissenschaft und Bildungsforschung mit den Fragen 

rund um diese datafizierte Gesellschaft. In letzten Jahren hat sich Literatur rund um die datafizierte 

Gesellschaft unter dem Begriff „critical data studies“ oder auch „data studies“, als (kritische) 

Datenstudien konsolidiert, die sich unterschiedlicher ontologischer, epistemologischer, 

theoretischer und methodologischer Grundlagen und Ansätzen zur Erforschung der 

Datafizierungsprozesse bedienen. Vor dem Hintergrund dieser Vielfältigkeit stellen sich die Fragen, 

wie das Wissen über Datafizierung der Gesellschaft produziert wird, was ‚kritisch‘ an Datenstudien 

ist und wie Forschende in diesem Bereich über ihre Projekte reflektieren. Außerdem werden die 

Forschenden selbst zu Teilnehmenden an Datafizierungsprozessen, beispielsweise wenn sie für ihre 

Studien digitale Daten verwenden, welche von kommerziellen Unternehmen für andere Zwecke als 

Forschung kreiert werden. Die hier vorgestellte konzeptuelle und methodologische Untersuchung 

der empirischen Forschung zu Datafizierung zielt darauf ab, eine solche Reflektion der hier 

skizzierten Datenstudien vorzunehmen. Mit meiner Studie wird ein besseres Verständnis davon 

erreicht, wie unser Wissen über Datafizierung produziert wird. 

Auf den Konzepten der Methodenperformativität und Methodenassemblagen (Law, 2004) 

aufbauend, sowie unter Berücksichtigung der praxistheoretischen, wissenssoziologischen und 

feministischen Argumente untersuche ich, wie verschiedene methodologische Ansätze das Wissen 

über Datafizierung der Gesellschaft koproduzieren. Das Konzept der Methodenassemblagen 

erlaubt eine solche Untersuchung, da es die Forschenden und ihre persönlichen sowie 

institutionellen Positionierungen, die Forschungsobjekte, den empirischen Kontext einer jeden 

Studie, sowie die spezifischen Forschungstätigkeiten analytisch unter einem Dach zusammenbringt. 

Dabei positioniere ich Methodenperformativität als analytischen Ausgangspunkt meiner 

Untersuchung. Durch eine Literaturanalyse aktueller empirischen Datafizierungsforschung und 

durch Experteninterviews mit Forschenden auf diesem Bereich mache ich methodologische und 

konzeptuelle Beiträge zum Forschungsfeld der Datenstudien sowie den anderen Disziplinen, die 

sich an Datenstudien angrenzend ebenfalls für datafizierte Gesellschaft interessieren. Methodologisch 

kartiere ich Methodenassemblagen empirischer Datafizierungsforschung und erarbeite eine 

Heuristik für deren Analyse. Zusammen bilden diese ein Reflektionswerkzeug mit dessen Hilfe 

Sensibilität gegenüber vielfältigen empirischen Phänomenen, die als ‚Datafizierung‘ bezeichnet 

werden, weiterentwickelt werden kann. Konzeptuell erläutere ich, wie in empirischer 

Datafizierungsforschung re-situierte Konzeptionen der Datafizierung entstehen. Zudem diskutiere 



 
 

ich die Rolle der Kritik in Datenstudien und mache einen Vorschlag, wie der Weg für die 

Weiterentwicklung dieser zu einer generativen, sorgsamen Kritik aussehen könnte. Dabei mache ich 

einen Beitrag zu Literatur, die Datenstudien und feministische Forschung zusammenbringt. Ich bin 

überzeugt, dass ich mit meiner Untersuchung, die Methodenperformativität in Datenstudien als 

ihren analytischen Ausgangspunkt betrachtet, unser Verständnis über und Praktiken in der 

Auseinandersetzung mit den komplexen Prozessen in einer datafizierten Gesellschaft voranbringen 

konnte. 
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12     INTRODUCTION 

 

1 Introduction 
Data are increasingly interwoven in various aspects of our social lives. The Covid-19 pandemic, 

during which the most of this thesis was written, is an illustrative example of the role data play in 

our lives: worldwide, researchers, public health authorities, media, and laypeople have been 

discussing virus loads, virus reproduction values, quantity of available hospital beds, or number of 

administered vaccinations for two years to the time of writing. Based on these and other data, 

policy-makers made decisions about pandemic prevention measures. During the war escalation on 

the territory of Ukraine raging as I write this, social media content became an important source of 

communication and information about the developments in the affected regions not at least for 

journalistic work and media coverage. Addressing another pressing crisis, a new climate report was 

published shortly before I finished this manuscript: for that climate researchers collected evidence 

about and developed strategies of dealing with global climate change based on chemical, biological, 

geological data, data from social sciences and other research disciplines (see NASA, n.d.). In 

reporting about and/or tackling these crises, various kinds of data are used by researchers, political 

actors, journalists, civic society, and laypeople for decision-making, communication, and 

visualisation of information. Some of these data can be produced with specific sensory devices (for 

example for measuring carbon dioxide in the air), other data, for example about the vaccines 

administered during the Covid-19 pandemic, are produced by people responsible for documenting 

vaccination processes in each country. Other kinds of data are being produced in our everyday 

lives, for instance as we make online searches via search engines, chat with loved ones and friends 

via social media, or use a maps app on our smartphone to find our way in an unfamiliar place. 

Regardless of the societal domain and area of application, data produced nowadays are increasingly 

digital—generated with the help of computer code and stored in Bits and Bytes. To use these digital 

data for decision-making, and literally anything else, people rely on computational technologies. 

Data are being processed with the help of algorithms—techniques which allow turning certain 

input data in an output data with the help of computational rules, based on mathematics and 

statistics. These algorithms are run via computer programs—software—which, following Berry 

(2015 [2011]) is “a tangle, a knot, which ties together the physical and the ephemeral” (p. 3). Such 

software, however, exists not outside of other societal processes, it is deeply embedded in the 

organisational, material, political, and economic processes relevant for the software providers. To 

account for these intertwining socio-technical relations, the term ‘information systems’ is used that 

stresses how data processing via such technological and computational means serves for informing 

various actors’ actions and applying the knowledge gained from the data practically in accordance 

with their various goals. For example, some activist communities use community-gathered digital 

data for their work and in their attempts to change and improve certain policies: such projects are 

discussed by D’Ignazio and Klein (2020)in their book “Data Feminism”, notably the Our Data 

Bodies project, directed at supporting communities in issues of data collection and human rights 

(https://www.odbproject.org; for outcomes of the project supporting sharing knowledge about 

data collection with various communities see Lewis et al., 2018). Governments, political, and public 

actors also exhibit growing interest in relying on digital data, for example for decisions about public 

services provision (Der AMS-Algorithmus, n.d.), surveillance (Koble, 2019), policing (Metz & 

Satariano, 2020), or for tracing the spread of the Covid-19 virus during the pandemic in 

collaboration with Google and Apple (Apple, n.d.; Google, n.d.; European Commission, n.d.).  

Going hand in hand with the pervasiveness of data is datafication—“transforming all 

things under the sun into a data format” (van Dijck, 2017, p. 11). The processes of datafication are 

as manifold as are the diverse ways to process, operate and work with, use, regulate, delete, ignore, 

or resist digital data. Datafication here refers to various empirical phenomena in which digital data 
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and means of their production and use are central. For example, in 2020 datafication of education 

was widely discussed in the United Kingdom after the results of A-level exams were published and 

revealed how due to the grading algorithm’s design many exam results were downgraded, leading to 

its massive critique (Adams, 2020; Burgess, 2020). 2021 there have been a series of whistle-blowing 

and journalistic reports about social media sites such as Facebook or TikTok which illustrated for 

broader publics how these companies gather, operate with, and profit from data generated by their 

users (e.g. n.a., 2021; Paul & Anguiano, 2021). Figure 1-1 shows few newspaper headlines from 

around the world addressing the role of data in our societies in the last ten years and the ways in 

which digital data are being used, resisted against, and regulated. For example, an article titled “The 

Age of Big Data” (Lohr, 2012) was published 2012 in The New York Times discussing how various 

businesses and public institutions were embracing data science—data analysis techniques drawing 

on methods and concepts from computer science, statistics, and mathematics—for identification of 

new patterns in data and development of new knowledge that could be applied for their 

organisational goals. The article “Deutsche fürchten Big Data” (German: Germans fear big data) 

(Adam, 2016) in the Süddeutsche Zeitung highlights the perceived privacy risks of digital data. An 

article “Big data is going to shape our future cities. Will it treat us all equally?” (Bogle, 2018) 

published by ABC Science highlights multiple kinds of data produced in modern cities and how 

these can be analysed more or less successfully for different purposes, ranging from urban planning 

to crime prediction. 

The headlines mentioned here and shown in figure 1-1 use a variety of terms such as ‘data’, 

‘big data’ (where ‘big’ refers to the volume of datasets used for further analysis), ‘algorithms’ and 

‘artificial intelligence’ (algorithmic techniques based not on rather simple computational rules, but 

on procedures through which algorithms are trained and ‘learn’ according to certain criteria based 

on existing sets of data). Other terms, also often mentioned in relation to data and datafication, are 

software, (social media) platforms, and apps. For example, covering the role of TikTok in reporting 

about the next leap of military escalation during the war in Ukraine, an article “War as seen on 

TikTok: Ukraine clips get views whether true or not” (Milmo & Farah, 2022) published in the 

Guardian discusses the role of the platform’s algorithms in the rapid spread of information from 

and about the zone of military conflict. While datafication and not algorithms or AI is the topic of 

my thesis, figure 1-1 and examples mentioned so far show how in public discussions, ‘datafication’ 

of various aspects of social lives is addressed through multiple terms such as algorithms, big data, or 

AI, while these terms are often used interchangeably. The abundance of recent and historical 

examples and headlines referring to various datafication phenomena demonstrates not only great 

public interest in the topic, but also the variety and range of implications datafication has on our 

social lives. So, the examples mentioned here touch upon issues of sustainability—analysed based 

on climate data, equality and equity—for instance in data about access to public health, 

mis(representation), bias—exemplified through the massive critique on the A-levels grading 

algorithms, economy—digital service providers’ practices of data extraction and reselling, power 

and agency—addressing diverging possibilities different social actors have in control over the data, 

and related legal issues—for instance data protection and privacy of people using various digital 

services. These issues are among the central ones in social research and have been explored by 

social researches long before datafication become pervasive in our societies. The headlines and 

examples mentioned here, however, showcase how datafication adds additional layers of 

complexity, drawing attention to the socio-technical relationships and technological developments 

relevant to the understanding of these issues. Social research, therefore, is turning its attention on 

the processes of datafication as an important part of its body of work. In my thesis, I am interested 

in this work on datafication and discuss datafication predominantly from the perspective of social 

sciences. 
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Figure 1-1 A sample of newspaper and magazine headlines about big data, datafication, and AI 

 

Researchers in social sciences attend to datafication as one of the current and academically 

relevant topics. For example, literature reviews conducted by Kennedy and colleagues (2020) and 

by Flensburg and Lomborg (2021) showcase both the amount of emerging conceptual and 

empirical research on the topic of datafication, and the themes and concerns this research covers. 

According to Flensburg and Lomborg (2021), authors from more than 18 different research 

domains and fields ranging from communication, education, sociology, computer sciences to law, 

health, geography, philosophy, and economy, among others, have published about datafication. 

Central to this research are critical perspectives on datafication opposing initial, enthusiastic 

literature about digital data (addressed in academic discourse in early 2010s as ‘big data’). Such 

literature claimed that through the technological possibilities of gathering big amounts of data, 

speedy processing, and recombination of these data for finding patterns in the datasets new 

opportunities for ‘evidence-based’, ‘data-driven’ knowledge production open (e.g. Mayer-

Schönberger & Cukier, 2013). Scholars taking a critical position on digital data and datafication 

dismiss such enthusiasm as a positivist view on the complexities in which digital data relate to 

societies. These critical scholars conceptualise data as not ‘raw’ or neutral, but rather processed by 

other actors, for example technology providers, according to their goals (Borgman, 2015; boyd & 

Crawford, 2012; Gitelman, 2013). So, common for critical perspective on digital data are notions of 

their relationality and recursivity: digital data not only represent phenomena, but also reconfigure 

processes and objects they are meant to represent. Datafication, then, reflects such continuous 

reconfigurations of data and phenomena they are meant to represent and, accordingly, is 

understood as on ongoing socio-technical process of translating social practices and phenomena 

into data (e.g. Couldry & Hepp, 2017; Jarke & Breiter, 2019; van Dijck, 2014; Williamson, 2017). 

Some scholars, however, have been critiquing various aspects of datafication research and 

related fields on which it extends (such as algorithm studies, software studies, digital sociology). 

Some strains of critique primarily address the issues explored in the body of work addressed as 

critical data studies: an interdisciplinary body of work, encompassing research on the manifold of 

datafication processes in our—datafied—society from different fields and disciplines within and 

beyond social sciences: media and cultural studies, communication research, education research, 

sociology, data and computer science, information systems research, to name only a few. For 

example, scholars conducting audience research in media and communication studies point out that 

individual users are all too often neglected in data studies as opposed to the analytical attention to 

the big proprietary technology providers (big tech) (e.g. Dencik, 2020; Livingstone, 2019; Mathieu 
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& Pruulmann Vengerfeldt, 2020). Others call for investigating the everyday, mundane situations in 

which laypeople are affected by datafication processes and re-enact these on a daily basis as a part 

of their routines (e.g. Kennedy et al., 2020, 2021). Another strain of critique argues that concepts 

and theoretical approaches developed in other disciplines such as the notion of ‘care’ are helpful in 

reconceptualising datafication research und studies of data, including data science, in order to 

acknowledge and reflect on the normative, ethical, and affective relations between digital data and 

other human or non-human actors in the society (e.g. Fotopoulou, 2020; Lupton, 2020; Zakharova 

& Jarke, 2022; Zegura et al., 2018). In my thesis, I build on this critical body of work in critical data 

studies. I consider research on datafication a part of this academic literature. With my thesis, I 

contribute to critical data studies by advancing our understanding of academic knowledge 

production in these studies methodologically and conceptually. 

While critical data scholars offer critique of datafication processes, they face a 

methodological challenge: in order to explore, understand, and explain datafication, empirical social 

research also relies on different kinds of digital data. Conducting empirical studies on datafication 

processes, scholars might be interested in investigating relevant kinds of digital data or ways in 

which these data are being processed and used. Some scholars outline methodological challenges 

for studying datafication processes. So, Tufekci (2014a), discusses pitfalls of analysing data from 

social media, and particularly Twitter, in regard to the generalisability and ethics of such studies. 

Others point out that social research sometimes relies on data collection instruments developed by 

non-academic actors for their commercial and other purposes: for example, using likes and reposts 

on social media as research sampling criteria (e.g. Lindgren, 2020; Rieder & Röhle, 2017). Further, 

researchers’ lives are also datafied, as they participate in various societal activities professionally and 

personally: for instance, searching for new publications online, using information systems to store 

and analyse empirical research material, or presenting their research on social media such as Twitter 

or ResearchGate.  

Another line of methodological critique touches upon the very foundation of critical 

perspective on datafication. So, Law (2004) argues that exploring relational, recursive processes—

the description of processes enclosing datafication—is methodologically challenging: “while 

standard methods are often extremely good at what they do, they are badly adapted to the study of 

the ephemeral, the indefinite and the irregular” (p. 4). Methods, here, can be understood as various 

techniques for collection and analysis of research material. Responding to this, various 

methodological approaches with the focus on the research on digital data are emerging in social 

sciences that specifically address processuality of datafication by studying relations developing in 

time and space or practices of negotiation (e.g. Decuypere, 2021; Ratner & Gad, 2018; Velkova, 

2018). At the same time, special issues’ and handbooks’ authors and editors reframe methods from 

mere ‘tools’ of conducting empirical research to an object of inquiry: they question and explore, 

how and which methods are suited for study of which datafication processes, what do these 

methods help to learn about datafication, and what methodological changes research undergoes 

when it is directed at datafication processes (Hand & Hillyard, 2014; Kara, 2020; “Problematizing 

Methodological Simplicity in Qualitative Research: Editors’ Introduction” by Koro-Ljungberg & 

Mazzei, 2012; Kubitschko & Kaun, 2016; “Methods for datafication, datafication of methods: 

Introduction to the Special Issue” by Lomborg, Dencik, et al., 2020; Lury & Wakeford, 2012; 

Marres, 2017; Snee et al., 2016; Woodward, 2019). In sum, while datafication researchers aim to 

conceptualise datafication processes critically and study digital data and/or their implications, these 

scholars at the same time participate in other datafication processes themselves. What does it mean, 

then, for our understanding of datafication and how can this understanding be advanced? 

In their introduction to a special issue in the International Journal of Communication, 

Hepp and colleagues (2018) call for putting digital data in context (see also Breiter & Hepp, 2018). 

The editors argue that such a contextualisation of digital data can take place alongside three 

dimensions: that of the relevant academic discourses, the methods applied, and the empirical fields 
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studied (Hepp et al., 2018, p. 440). In my doctoral thesis, I follow this call for contextualising 

data—and datafication processes related to these—by focusing on methods and methodologies 

applied to study them. For example, Kennedy and colleagues (2020) point out that data studies and 

datafication research lack thorough documentation and reflection of research methods in reporting 

results (p.44). The well-established body of work on sociology of scientific knowledge (e.g. Collins 

& Pinch, 2012; Knorr-Cetina, 2002; Latour & Woolgar, 1986; Pinch & Bijker, 1984; Sismondo, 

2012) which I draw upon here, has long been concerned with the practical, epistemological, and 

methodological issues of academic knowledge production, including the role of informal relations, 

implicit knowledge, institutional and material, physical contexts of research, and also practices of 

reflection. So, in regard to the methodological critique and challenges of data studies, an argument 

made by Donna Haraway (2016) on the importance of reflection in academic knowledge 

production becomes particularly pressing: 

“It matters what matters we use to think other matters with; it matters what stories we tell to 

tell other stories with; it matters what knots knot knots, what thoughts think thoughts, what 

descriptions describe descriptions, what ties tie ties. It matters what stories make worlds, 

what worlds make stories” (p. 12). 

How do datafication scholarship and critical data studies reflect on the matters they use ‘to think 

other matters with’? How do they reflect on the stories they tell ‘to tell other stories with’? How can 

such reflection be established and how can the notion of ‘critique’ in critical data studies be directed 

at the data studies themselves? Most recently, there have been calls to attend to theoretical eclectics 

to gain a deeper understanding of the theories underlying (digital, computational) methods used to 

study datafication. For example, Lindgren (2020, p. 13) and Rieder and Röhle (2017, p. 123) argue 

that researchers relying on computational methods should have (more) theoretical sensitivity to the 

histories and development of the respective methods. This sensitivity requires not only a deep 

knowledge in both applied theories and methods, but also ways to make the gained results 

intelligible for others. Complementary calls in the methodological literature point to the central role 

of methodological sensitivity and reflexivity in the academic knowledge production (e.g. Springgay 

& Truman, 2018). In recent literature, a notion of ‘care’ could also be found in calls for more care-

ful and reflexive academic research (e.g. Law, 2021). I follow this call and discuss in conclusion of 

my thesis, how the contributions made in my thesis open new, critically generative pathways for the 

further development of data studies as an academic research field. 

With my thesis, I contribute to this literature by conducting an inquiry into current 

empirical datafication research in social sciences in order to map out research methodologies 

applied for studying datafication empirically and to explore how these methodologies are reflected 

upon by datafication scholars. I understand methodologiess as complex and situated assemblages of 

human and more-than-human elements held together through research practices (see e.g. Law, 

2004; Mol, 2002) and refer to them as methods assemblages. It has also been widely accepted that 

methods assemblages are performative and co-produce the phenomena that they are applied to 

study (e.g. Barad, 2007; Law & Ruppert, 2013; Savage, 2013). Paraphrasing Law and Ruppert (2013, 

p. 234), the question motivating my study was, what is datafication according to the current 

empirical research on it and how is datafication conceptualised through and within methods 

assemblages. Based on the notion of methods’ performativity, I argue that methods assemblages 

and concepts of datafication need to be explored in concert with one another (Zakharova, 2021). 

Therefore, I am interested in the ways different methods assemblages contribute to the knowledge 

production in critical data studies and what kinds of concepts about datafication processes they 

produce. As datafication becomes more and more important for greater number of societal issues, 

it also means that researchers across different research disciplines will continue to turn their 

increasing attention to datafication processes, data and their implications for various actors and 

societal domains. Thus, it is ever more important to investigate how various methods assemblages, 
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embedded in different academic disciplines, co-produce various kinds of concepts about 

datafication. 

My thesis primarily aims to contribute to data studies by mapping out how datafication 

processes are assembled in data studies methodologically and conceptually. With that, my thesis 

contributes to critical data studies in three ways. First, I provide a reflection of the current empirical 

body of work by exploring methods assemblages datafication scholars enact in their research 

projects. Second, I conceptualise currently applied concepts about datafication arising from such 

empirical research and put these in relation to the identified methods assemblages. Further, I 

advance the understanding of how data studies produce knowledge about datafication, how data 

scholars reflect on their research practices, and what methodological sensitivities such reflection 

advances. Together, these contributions present a heuristic for reflecting on empirical research on 

datafication. As the body of work in data studies comprises research from multiple disciplines and 

fields, notably media and cultural studies, algorithm studies, digital sociology, and communication 

research, my methodological and conceptual inquiry also makes contributions to studies on 

datafication within these fields. Finally, I make a contribution to methodological literature by 

exploring relations between methods assemblages, digital data, society, and academic knowledge 

production. These contributions are primarily conceptual and methodological. Nevertheless, 

heuristic for methodological and conceptual reflection constructed here provides datafication 

researchers across different academic disciplines as well as practitioners conducting studies about 

datafication processes with a practical reflexive tool advancing their sensitivity required for rigorous 

and care-ful engagement with datafication processes. 

I provide such a contribution by attending to the following research questions (RQs). 

• RQ 1: Which research methods are used in what ways in social sciences to study 

datafication processes empirically? 

• RQ 2: How the concepts about datafication determine the choice and use of research 

methods? How these methods re-produce these conceptions by re-situating datafication 

processes empirically? 

• RQ3: How can datafication scholars reflect on the use of different methods applied for 

studying datafication processes empirically and what kinds of methodological sensitivity 

such reflection requires? 

To achieve this goal, I apply a practice-theoretical approach (Schatzki, 2002; Nicolini, 2009b) for 

my inquiry. With that, I conceive of methods assemblages applied by datafication scholars as 

methods-assemblages-in-practice (Law, 2004) as they bring together various actors involved in 

academic research. A practice-theoretical approach developed by Schatzki (2002) helps to 

understand methods assemblages: “doings” like empirical research practice and “sayings” (p. 72), 

for instance in spoken and written reports about this research. Empirically, methods assemblages, 

thus, can be understood as related practices of data collection, data analysis, reflection, and 

reporting that make datafication intelligible to others. I follow an iterative approach to my research 

design, drawing on Nicolini’s (2009b) concept of zooming in and zooming out: it allows studying 

practices that hold together a methods assemblage and, relating these to the broader context of a 

respective academic discipline, academic knowledge production, and empirical site of practice in 

which the researched datafication processes are enacted. I synthesised a literature analysis of 

datafication scholarship with expert interviews with authors of the sampled publications and further 

datafication researchers. In the interviews, experts gave accounts of their research practices 

reported in academic writing and reflected on their own methodological choices and approaches to 

studying datafication processes empirically. These reflections situate findings from my literature 

synthesis in various contexts of academic scholarship. Results discussed in the following chapters of 

my thesis present anonymised, aggregated results of my inquiry. While my focus in the analysis of 

both sampled literatures and expert interviews was on research methodologies and concepts about 



18     INTRODUCTION 

 

datafication, I developed inductive categories throughout my analysis. These categories, ultimately, 

present various methods assemblages identified in my sample, different concepts about datafication 

produced with these methods assemblages, as well as specific research methods—techniques of 

data collection and analysis applied, issues related to the research politics and academic knowledge 

production (e.g. writing and publishing practice)—both common to social sciences in general and 

to datafication research in particular. Finally, a category addressing researchers themselves and their 

subjectivities completes my analytical framework. With the help of this framework, three distinct 

methods assemblages were constructed which reflect the sample of literatures and interviews. These 

methods assemblages are enacted for 1) exploring encounters with data and their representations 

such as visualisations, 2) tracing dynamics of data infrastructures and data movement, 3) 

reconstructing datafied regimes. Based on other categories created inductively, I construct a 

heuristic for analysing and reflecting on these methods assemblages. 

In the following, I outline the structure of my thesis. To provide an overview over existing 

concepts about datafication in chapter 2, I begin with a literature overview of the current 

datafication research in social sciences and other research disciplines. For example, I briefly review 

concepts from computer sciences and information systems research required to understand 

technological underpinnings of digital data. In this chapter, I recount how critical data studies 

developed in the past ten years (in particular after the publication of the book by Mayer-

Schönberger & Cukier, 2013), what understandings of digital data have been proposed and 

critiqued since, and how these data relate to datafication processes. I also review the multiplicity of 

theoretical concepts about datafication and situate these within other academic discourses in social 

sciences. The core part of this chapter is dedicated to the emerging field of data studies. With this 

chapter, I outline empirical research on datafication as a research object of my thesis and situate it 

as a part of the broader data studies scholarship. 

Chapter 3 reviews current methodological discourses about empirical examinations of 

digital data and datafication processes and situates these historically as well as within scholarly work 

on academic knowledge production. This brief historical overview is by no means exhaustive and 

serves two main goals. First, academic research can be conceptualised according to the 

communities of scholars (Waisbord, 2019), established traditions of thought (Kuhn, 2020 [1976]), 

and situated research practices (Knorr-Cetina, 2002): in this chapter, I recount how these evolved 

around the use of specific research techniques/methods and related philosophical, ontological, 

epistemological perspectives. This is relevant for my empirical investigation, in which I engage with 

empirical studies of scholars representing diverse research and methodological communities. 

Furthermore, to be able to understand and analyse a broad range of methods, I need to build up an 

understanding of a broad variety of methodologies and underlying paradigms. Second, by situating 

methodological discourses historically, I review how these methods are changing in relation to 

datafication. I also attend to the role of research methods in academic knowledge production by 

reviewing the ‘double social lives of methods’ debate (Law et al., 2011; Law & Ruppert, 2013; 

Ruppert et al., 2013) in relation to data studies and discuss the concept of methods’ performativity. 

Overall, chapter 3 builds a conceptual foundation for constructing methods assemblages empirically 

in my qualitative analysis. 

In the next chapter 4, I discuss the research design of my thesis. I begin by outlining 

practice-theoretical approaches as a methodological background of my thesis and reflect on their 

role for the outcomes of my research. Theories of practice provide helpful methodological tools to 

study the ‘methods-assemblages-in-practice’. In the core of my research design is a literature 

synthesis consisting of an explorative quantitative and an inductive qualitative analysis of sampled 

academic articles combined with inductive qualitative analysis of expert interviews with datafication 

scholars. The chapter provides details about the literature sample and the applied techniques of data 

collection and analysis. Furthermore, I reflect on my research design, on conducting research and 

writing a PhD thesis during a pandemic, and how all of these shape the results and contributions of 
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my thesis. Overall, chapter 4 explains how a chosen combination of analytical concepts and 

research techniques allows reaching my goal of mapping out the field of data studies 

methodologically and conceptually. 

In the following chapter 5, I discuss the results of my literature analysis. This chapter 

includes visualisations of the sampled literatures created with VOSviewer (van Eck & Waltman, 

2007) as part of an explorative analysis. This quantitative exploration provides entry points for 

further qualitative analysis and the chapter is structured according to the quantitative findings. 

Further, I explore how authors of the sampled literatures situate datafication processes conceptually 

and then empirically, in relation to methods assemblages they enact and elements they assemble. 

Chapter 5 synthesises current empirical datafication scholarship, maps out methods assemblages 

enacted within the sampled literatures, and provides first insights into the empirically informed, 

situated concepts about datafication processes researchers develop. Drawing on results presented in 

this chapter, I develop a heuristic for describing and analysing methods assemblages. 

Chapter 6 iteratively builds on the findings from the literature analysis and completes my 

literature synthesis. In this chapter I introduce each of the three constructed methods assemblages. 

These methods assemblages are situated in the ontological research and data politics discussed by 

interviewed experts. Findings presented in this chapter also serve as an addition to the heuristic 

illustrated in chapter 5, explicating different concepts about datafication processes, situated in the 

socio-technical relations and practices within which these datafication processes are enacted. 

In chapter 7, I complete the heuristic for analysing methods assemblages and discuss what 

is at stake in data studies, drawing on Latour’s (2004) famous critique of critical research. This 

chapter combines this analysis of critique in academic knowledge production with methodological 

sensitivities established in feminist traditions of thought (using the concept of care) and with the 

heuristic I constructed. I argue that critical reflection on methods assemblages and new, generative 

kinds of critical questions in data studies can be developed. Expanding on the notion of care-ful 

research (e.g. Law, 2021; Law & Lin, 2020) I discuss sets of sensitivities it can contribute to 

methodological reflection in data studies. In conclusion to my thesis, therefore, I plea for more 

care-ful data studies, attuned to empirical, conceptual, and ontological multiplicities (Mol, 2002) of 

datafication processes and open to thorough reflection and (self-)critique. 
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2 Digital data and 

datafication 
For Christine Borgman, “‘[d]ata’ is the most elusive term of all” (Borgman, 2019, p. 2). The myriad 

ways in which digital data are generated, processed, analysed, stored, deleted, and broken—

performed in societies by different actors, human and non-human ones, can be broadly defined as 

‘datafication’. Digital data, therefore, are the building block of datafication processes. In the second 

chapter of my thesis, I explore the elusiveness of data and discuss various ways to define them like 

‘digital traces’ or ‘big data’, the manifold stories these notions tell us, and how understanding these 

notions leads us towards a better understanding of datafication processes. In this and the following 

chapters, the term ‘data’ is used in plural. In this chapter and in most cases in the following ones, 

the term ‘data’ is also used not in a colloquial meaning of the word, addressing, for example, 

empirical research material as ‘data’—such colloquial use of the term can be found in empirical 

chapters and is made explicit in the writing. Rather, in all other cases I use the terms ‘data’ and 

‘digital data’ synonymously to identify the multiple kinds of digitally produced, processed, and 

stored in various sociotechnical systems Bits and Bytes, addressed in datafication scholarship. 

While data can be considered as a building block of datafication processes, in research, the 

increase of attention to such processes can be traced back to the seminal book by Mayer-

Schönberger and Cukier (2013). The word ‘datafication’, however, has also been used earlier: for 

example, Brown & Duguid (2000) also use this term in a sense echoing the current critical 

discourses on datafication: 

“So it’s not surprising that infoenthusiasts exult in the simple volume of information that 

technology now makes available. They count the bits, bytes, and packets enthusiastically. 

They cheer the disaggregation of knowledge into data (and provide a new word—

datafication—to describe it)” (p. 12, original emphasis). 

Drawing on this quote here, I begin the discussion on datafication and the role of digital data in our 

societies by first attending to relations between data, information, and knowledge. In this chapter, I 

review various discourses in the social sciences, first, in relation to data, in sections 2.1 and 2.2, and 

then in relation to datafication processes, in section 2.3. In section 2.4 I review how social sciences 

have approached data and datafication processes methodologically, with that turning to the core 

topic of my thesis. In section 2.5 of this chapter, I briefly introduce an emerging body of 

scholarship in datafication research and critical data studies as a core resource both for my 

conceptual reflection and my methodological investigation. Keeping in mind the question of 

methodological approaches to studying data, I review critical data studies literature in relation to 

other domains and fields such as digital humanities or computational social science. I conclude this 

chapter with a discussion on the role of ‘critique’ in academic knowledge production within critical 

data studies, which I come back to later in chapter 7. Addressing issues of academic knowledge 

production and critique, I set the direction for my research design and analysis of my empirical 

work, discussed in chapters 4 and 5-7, respectively. 

 

2.1 About data 

The term ‘data’ has multiple definitions stemming from various research disciplines and fields. In 

this section, I provide several perspectives in order to contextualise the relation between ‘data’ and 

other, closely related terms such as ‘information’ and ‘knowledge’. Understanding this relation is 

helpful for the argument and contribution my thesis makes: ‘data’ in different senses of the term 
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can be considered as an important step in academic knowledge production. The goal of such 

knowledge production in times of “normal science” between what Kuhn (2020 [1976]) calls 

scientific revolutions is in solving “puzzles” to further and make existing knowledge more specific. 

Data, in the colloquial sense of the term in academic research, refers to the research material 

required to advance academic knowledge. As Krippendorff (1970) argues, methodologically, 

different disciplines rely on different kinds of such research data/material. Drawing on Coombs’ 

theory of data, Krippendorff defines data as formalised research observations, while this 

formalisation takes place through e.g. measurement or recording. Such data as research material can 

be understood through following characteristics: data are durable, data as human-made artifacts, 

analysable, demonstratively reliable representations of something other than their own materiality, 

provide enough information to settle research questions (Krippendorff, 2016). In this view, data are 

mainly used to advance knowledge production in research through such analytical operations as 

drawing distinctions, aggregating, comparing, etc. An analysis drawing on these and other 

operations and techniques, according to Krippendorff (2016), needs to “preserve the information 

about the phenomena of interest to the extent relevant in selecting the answers to given research 

questions” (p. 488). This brief discussion of the term data as research materials used for academic 

knowledge production points to the relations between data, information, and knowledge. What 

happens to these relations, then, when digital data become research data? In order to understand 

that, first, all these terms require further contextualisation before we can proceed with a discussion 

of digital data both as an element of empirical phenomena studied by datafication scholars and as research 

material for their inquiries. In the remainder of this section, I turn to various perspectives on digital 

data in information science, information systems research, and computer science., followed by 

conceptions of data in social sciences. 

Information science is centrally concerned with problems of knowledge representation, 

storage, search, and retrieval—e.g. in application forms of search engines, archives, and libraries 

(Stock & Stock, 2013). As this list suggests, in information science, the term ‘information’ is tightly 

related to ‘knowledge’ and draws on the concept of information as presented in Shannon’s model 

of communication (e.g. Shannon & Weaver, 1949). This concept is widely adopted across various 

research disciplines both in information science and within social sciences. This model of 

communication puts forward transmission of information through a channel in form of a signal 

from a source to a receiver, while the source and receiver respectively encode and decode the 

signals. This model also points to the challenge of reproducing not only the signal, by the meaning 

this signal should bear through such a transmission. Regarding the role of data, Stock and Stock 

(2013) note in their Handbook of Information Science following.  

“Signals transmit signs. In semiotics (which is the science of signs), signs can be observed 

more closely from three points of view: 

–– in their relations to each other (syntax), 

–– in the relations between signs and the objects they describe (semantics), 

–– in the relations between signs and their users (pragmatics). 

Shannon’s information theory only takes into consideration the syntactic aspect. From an 

information science perspective, we will call this aspect data. Correspondingly, the processing 

of data concerns the syntactical level of signs, which are analyzed with regard to their type 

(e.g. alphanumerical signs) or their structure (e.g. entry in a field named “100”), among other 

aspects” (p.22). 

Following this understanding from information science, the meaning and usage of such signs can 

be understood through the concepts of ‘knowledge’ and ‘information’, respectively. Information, 

then, can be understood as an act of producing the state of knowledge. Information is connected to 

the means of transmission, to the kinds of signals through which this transmission takes place. 

Computer science can be seen as providing technological ground for the application of information 

science (ibid., p.14), while information systems are central for processing data. Computer science 
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encompasses a manifold of research domains ranging from development, design, and application of 

algorithms and visualisations to software development, to human-computer interaction. 

Information systems research, in turn, while including information technologies—both hardware 

and software which provide technical foundation for information systems,—is also crucially 

concerned with the kinds of problems an information system is designed to solve and its 

embeddedness in the organisational processes (Laudon & Laudon, 2020, p. 18). From the 

perspective of information systems research, ‘information’ consists of formatted digital data that “is 

meaningful and useful to human beings” (ibid., p. 16). The data, then are digital documentations of 

events, actors, or artifacts “occurring in organizations or the physical environment” (Laudon & 

Laudon, 2020, p. 16). This semiotic perspective on information draws on works by Charles Sanders 

Peirce and Ferdinand de Saussure and allows to translate the concept of ‘information’ into technical 

means through information systems (Stamper, 1996). “Data is what is left of information when the 

cultural context is abstracted away. What is left then is the material aspect of information” (Nake, 

2002, p. 48), thus creating the “machine view [distinct] from the collective and individual views” 

(ibid., p. 49). This, then, allows various manipulations with the data, based on their representation, 

structure, statistical properties, etc. 

Using various algorithmic techniques, data that function as an input for computation can 

be processed according to certain computational rules to produce an output of such algorithmic 

analysis (see Heuer, 2020, p. 32). While algorithms follow certain computational rules—sets of steps 

required to transform input data into an output—other techniques, currently often subsumed under 

the umbrella term ‘AI’ draw on machine learning (ML) techniques. In contrast to algorithms as 

described above, ML-based algorithms do not follow certain predefined rules but are trained in an 

optimal way according to certain criteria (ibid. p.33). That makes ML-based systems challenging for 

analysis as the algorithms’ designers do not have immediate control over the output such 

algorithms produce. Nevertheless, in our current, datafied societies, digital data can be seen as 

carriers of information, while algorithms are used to ascribe new meaning to data so that the 

resulting information can be put to use as applied knowledge. What this meaning is and how it is 

being ascribed, however, cannot always be rendered visible or even understandable. Discussing 

their experiences in Sciences Po médialab, Venturini and colleagues (2015) offer critique of the 

metaphor of ‘data mining’ as algorithmic data processing. For Venturini et al., this metaphor 

implies that in the course of such processing applied algorithms can distinguish clearly ‘information’ 

from ‘noise’ in the data (p.19). According to the authors, however, exactly this distinction is usually 

the result of such an analysis rather than its start. As I will show in the section 2.2 discussing further 

concepts and research domains interested in digital data, some of these domains (e.g. fairness, 

accountability, and transparency studies) are specifically interested in this kind of methodological 

analysis of the data and techniques for their processing, criticised by Venturini and colleagues. 

Other scholars such as Boellstorff (2013), Kitchin (2014c), and Drucker (2011) critique the 

word ‘data’ itself, noting how the meaning of a Latin word datum, grammatically connected to the 

verb dare, is ‘to give’ or ‘given’. The authors argue against viewing data as given and suggest using a 

‘more fitting’ word ‘capta’ derived from Latin ‘to take’: “those units of data that have been selected 

and harvested from the sum of all potential data” (Kitchin, 2014c, p. 2). Against this background, 

the next crucial point in understanding data is, hence, grounded in the origins of the word: the 

common understanding of data is something ‘given’ which can be extracted from reality, whereas 

actors extracting these data according to their goals are only implied. From a more critical 

perspective, however, data are rather being constructed in order to produce certain representations. 

Bowker (2005) and later Gitelman (2013) made this argument explicit by defining data as not ‘raw’, 

but rather ‘cooked’, configured, ‘imagined’ in the specific field of application. 

In social sciences, boyd and Crawford (2012, p. 663) published a seminal critical piece, in 

which they focus on data as an interplay of technology, analysis, and mythology. They particularly 

address data as ‘big’ in their account. Puschmann and Burgess (2014) discuss in detail differences 

between the terms ‘data’ and ‘big data’. Summarised briefly, in contrast to the etymological origins 
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and historical use of the word ‘data’ discussed in this chapter, the term ‘big data’ originated in 

industry: “[b]ig data marked a suggested shift from relational database management systems to 

platforms that offered long-term performance advantages over traditional solutions.” (Puschmann 

& Burgess, 2014, p. 1694) As Mayer-Schönberger and Cukier coined the term ‘datafication’, as we 

currently use it in social sciences, in 2013, their analytical attention was directed first and foremost 

to the so-called ‘big data’.  

“The era of big data challenges the way we live and interact with the world. Most strikingly, 

society will need to shed some of its obsession for causality in exchange for simple 

correlations: not knowing why but only what” (p.6-7, original emphasis). 

Big data are about to change the world, “[h]arnessing vast quantities of data rather than a small 

portion, and privileging more data of less exactitude, opens the door to new ways of 

understanding” (Mayer-Schönberger & Cukier, 2013, p. 18). According to this, data are 

ontologically similar to natural and social phenomena and processes they are meant to represent. 

Epistemologically, then, data can be understood as ‘facts’ and ‘truths’ about these phenomena and 

processes. Analysing data with appropriate techniques of identifying patterns, then, 

methodologically allows to make assumptions about the world based on these data. Datafication, in 

this line of thought, is about “taking information about all things under the sun — including ones 

we never used to think of as information at all […] — and transforming it into a data format to 

make it quantified” (ibid., p.15). As Mayer-Schönberger and Cukier themselves predicted, ‘big data’ 

and ‘datafication’ became “a victim of Silicon Valley’s notorious hype cycle” (p. 7), as both tech 

companies, media, and states adopted the two concepts for their practices and discourses. In this 

chapter, terms ‘big data’ and ‘data’ are used interchangeably, although preference is given to the 

term ‘data’. The reason for such use of both terms lies in the blurring of borders between the two 

in academic knowledge production in the broad literature in datafication scholarship, media studies, 

and studies of algorithms and various automated systems. 

Due to the commercial origins, the term ‘big data’ received critique across various academic 

domains (e.g. Crawford et al., 2014). Despite such critique, academics continue using the term even 

recently (e.g. Krasmann, 2020; Nikunen, 2021). In their seminal, same-titled article boyd and 

Crawford (2012) formulated “critical questions for big data” contributing greatly to the 

development of a critical discourse around digital data in social sciences. They argue that data do 

not ‘speak for themselves’ and require interpretation from their emergence in a specific information 

system and later in its commercial or scientific use: 

“[t]he design decisions that determine what will be measured also stem from interpretation. 

For example […] there is a [subjective] ‘data cleaning’ process: making decisions about what 

attributes and variables will be counted, and which will be ignored” (boyd & Crawford, 2012, 

p. 667).  

Data are, then, not representations of ‘facts’, but are rather constructed within socio-technical 

systems and in accordance with the goals and values guiding involved actors. Borgman (2015) 

makes the same argument, conceptually developing it from the multiple definitions of data such as 

so-called ‘Vs’—volume, variety, velocity, and later also veracity of data that allow speedy 

processing, reproduction, transfer, and use (p. 6). These dimensions cannot be seen as much as 

properties of data as they are properties of the socio-technical systems in which these data are being 

processed. If data are defined through the ways they are operated with, processed, and used, so 

Borgman argues, the core question is not about what data are, but when. The ‘bigness’ of data, too, 

relates to the ways data can be put to use or not; furthermore, it is at odds with manifold situations 

where data about certain people or processes are missing, incomplete, broken, or unavailable. 

Expanding on Borgman’s question about ‘when are data’ in this way makes explicit the role of 

socio-technical systems in which these data are put to use, and the work required from various 

actors in order to use these. Such a critical understanding of digital data denies any notion of data’s 

neutrality and highlights how data come to be only in the process of their use for specific (research) 
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goals. Crucially, data cannot be ‘found’ in the empirical field, but rather they are made through 

specific practices of their production and use (see van Atteveldt & Peng, 2018 for the secondary use 

of data). Various human and material actors fill data with meanings (e.g. Dourish & Gómez Cruz, 

2018), producing information and knowledge as these data find their practical application in the 

manifold of societal domains and practices. 

Other scholars like Pink et al. (2018) and Lupton (2018) further develop the idea of data as 

a social(-material) construct and consider embodiment and material aspects of data in their 

research. Essentially, data, therefore, are not sole representations of the material realty, but rather 

an interpretation thereof (e.g. Bowker, 2005; Gitelman, 2013). Data can be understood as a ‘social 

product’,  

“selected according to diverse social factors […]; organizations and institutions within which 

data are collected […]; political, financial and marketplace contexts […]; the material 

availability of devices to enact the generation of data; and the legal and ethical frameworks, 

technical standards, laws and regulations that govern all stages of the production and use of 

data”(Williamson, 2017, pp. 29–30). 

Viewing data as social product opens perspectives on the multiple challenges of the enthusiastic 

definition of datafication processes, allegedly allowing to better understand social processes. The 

‘bigness’ of data, their availability, their use, and usefulness now can be put in the context of other 

social processes, also including discrimination, inequalities, and injustices that also shape how data 

come to be and what roles do they play in societies. 

Critical scholars not only argue against understanding data as something given and factual, 

but also as objective, and truthful, expanding on the long-standing research traditions like sociology 

of numbers, research on quantification or metrics (e.g. Christin, 2020; Gorur, 2018; Lippert & 

Verran, 2018; Mau, 2017; Passoth & Wehner, 2013). Such studies address various analogous and 

digital data epistemologically, challenging their presumable objectivity. Lippert and Verran (2018) 

explicitly bring together number, algorithm, and data studies switching attention from the data and 

numbers themselves to the practices of knowledge production—methods and techniques of 

analysis, sometimes automated or algorithmic1—that make data appear objective and truthful. This 

argument echoes the point that Puschmann and Burgess (2014) make in their analysis of metaphors 

of big data as imaginaries of data produced in big tech industry. Being aware of such imaginaries 

and the ways they enter academic knowledge production is crucial for a critical understanding of 

data and datafication processes. For example, Mau (2017), makes a point in demonstrating how 

numbers and metrics are de-contextualising phenomena and processes they mean to count (p. 27). 

He exemplifies the de-contextualising power of numbers by elaborating on rankings. According to 

Mau, public representations through ranking may be fetishised2, and instead of “being good” the 

efforts are put into producing accounts that are “looking good”. 

Having discussed various ways of understanding data, I finally turn to the manifold 

typologies of data used in social sciences and how these data originate. For example, there are 

networked data—generated in interactions of people with socio-technical systems, for example in 

form of software interfaces (e.g. Airoldi, 2021; Perrotta & Williamson, 2018 using such kind of 

data). Prevailing attention to such transactional data, however, has been criticised by some scholars 

like Beer and Burrows (2013), who propose to look beyond these, distinguishing digital data and 

their archives according to the content like everyday activities, opinions and viewpoints, or 

crowdsourced knowledge. Kitchin (2014c, p. 4) distinguishes between different forms and types of 

data (qualitative, quantitative & index, attribute, metadata), their source (e.g. captured, derived, 

exhaust, and transient data), structure, and producers of data. Zuboff (2015) additionally identifies 

 
1 For a critical discussion of algorithms and artificial intelligence (AI) as analytical techniques of data science 
see for example Heuer et al. (2021). 
2 For a discussion on data as fetish, see e.g. Chun (2011). 
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economic transactional data, sensory data, corporate and government data, and surveillance data 

(e.g. from public surveillance cameras to Google Street View) (p. 78-79). In contrast to the former 

types of data, the latter ones discussed by Zuboff already include contextualisations in regard to the 

organisational entities owning these data or to the technologies through which these data are being 

generated. In computer science, other categorisations are relevant, for example in relation to how 

these data are structured, whether these data are homogenous or heterogenous or the types of data 

values (characters, timestamps; binary or string data, etc.). Latter is specifically important for storing 

such data digitally, as it gives an account on the amount of Bytes reserved for the data of each type. 

Finally, additional attention also require metadata—“data about data” (Borgman, 2015, p. 66). 

The many kinds of data discussed here do not only provide different conceptualisations of 

what digital data are and do, but also direct attention to various ways in which digital data originate. 

They originate in different socio-technical systems such as technological, material infrastructures 

including sensory devices (e.g. embedded into self-driving cars or smart cities’ infrastructures), 

commercial organisations or public institutions and their information systems, or corporate and 

state surveillance networks. For example, the metadata mentioned above are usually assigned to 

certain digital artifacts automatically: a digital photograph may contain metadata such as a time 

stamp when the photograph was taken, the type of the digital camera, and characteristics of a 

camera lens. Other digital devices such as devices used in various domains of natural, 

environmental, medical sciences, or city planning include different kinds of sensory systems that 

also allow data generation. For example, Rajão and colleagues (Rajão & Jarke, 2018; Rajão & 

Vurdubakis, 2013) draw attention to the deforestation in Brazil by studying various kinds of data 

such as satellite images or data from GPS devices. Another example of sensory data currently 

increasingly discussed and critiqued by critical scholars, particularly in the domain of education 

technology research, concerns so-called neurotechnology that aims at producing data from brain 

activity to be analysed according to certain capacities of the brain (e.g. Williamson, 2019). In health 

and medical research, however, such and other technologies used to ‘datafy’ human body are not 

only widely used, but also essential. For example, Lindén (2021) in her study of patients’ groups 

discusses how these groups campaign for more research (and resulting data) on gynaecological 

cancer, while multiple publications in the special issue by Coopmans and McNamara (2020) discuss 

explicitly or implicitly how health data are used and sometimes misused to care for patients. 

Other information systems specifically generate data based on human activities within these 

systems which subsequently can be used for further analysis. For example, some scholars study log 

files—a technical procedure historically used primarily for identification of system errors that can 

document which kinds of actions have taken place in a given information system, e.g. based on this 

system’s user activity (e.g. Schulz & Breiter, 2012). The term digital or data ‘traces’, in contrast, 

foregrounds the networked, digital data that people leave as footprints of their media use (Hepp et 

al., 2018, p. 439). Some scholars like Thylstrup (2019) criticise the lack of definitions of digital 

traces and point out sometimes colloquial use of the term:  

“American sociologist Matthew J Salganik (2017: 71), for instance, treats digital traces as the 

by-product of people’s everyday actions, simply noting that ‘I’ve used the term of digital 

traces, which I think is relatively neutral’ compared with similar terms such as digital 

footprints and digital fingerprints. French sociologist Franck Cochoy et al. (2017: 4) use the 

notion in a similarly loose fashion [....]” (p.3). 

Despite the diffuse definitions, many authors have incorporated the concept of digital or data traces 

in their empirical research, e.g. to analyse practices of self-tracking (e.g. West, 2019) or social media 

and platforms3 (e.g. Alexander et al., 2018; Grenz & Kirschner, 2018). As Hepp and colleagues 

 
3 In my thesis, I use the term ‘platforms’ either in relation to social media sites or when directly referring to 
the work of other scholars applying the term. For critical interrogation of the term ‘platform’ see for example 
Gillespie (2010). 
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(2018) further explain, digital traces sometimes are left consciously, for example by uploading 

content in a cloud, and sometimes involuntary, for example by browsing in the web (p.239-440). 

Other authors, e.g. Venturini and Latour (2010) argue that by observing and analysing digital/data 

traces, social processes can be observed: 

“A criticism that has often been addressed at the analysis of digital traces is that these traces 

regard a non-representative sample of society. From the point of view of the traditional 

social sciences, this is certainly true. It is well known that digital literacy is not uniformly 

diffused in society (men, young people, and those with high levels of education are generally 

overrepresented in online samples). Still, this disproportion is a problem only as long as we 

insist on treating digital data as if they were survey data. The advantage of the new methods 

is that they allow tracing the assemblage of collective phenomena instead of obtaining them 

through statistical aggregation” (n.p.). 

Similarly, in their methodological contribution on digital traces, Welser et al. (2010) follow a 

structural approach for computational social science and attend primarily to the ‘structures of 

action’ rather than to its content. Such an understanding of the role of digital traces, however, does 

not take into account fully their social origins and their interpretive, relational, rather than 

representational character. In this hindsight, questions of users’—persons who generate digital 

traces with their behaviour—agency are being raised. These conceptualisations, although arguable, 

render visible how digital data and traces decontextualise individuals and their behaviour, for 

example if actions are being analysed without attention to their content. Digital data become 

separated from the situations in which they have been produced and require both interpretation 

and renewed ‘locating’ (Haraway, 1988; Suchman, 2002) in these situations. I proceed with a brief 

overview over multiple understandings of digital data dominant in different academic discourses: I 

put digital data in context of academic discourses in social sciences. An interplay between digital 

data, datafication processes, and related socio-technical systems is a recurring theme in my thesis. 

Critical research on digital data addressed so far illustrates a different epistemology than 

that articulated by Mayer-Schönberger and Cukier (2013) in their book. The introduction to critical 

scholarship presented here is neither extensive nor full—and will be extended in the following, 

however its purpose in this chapter is in addressing digital data not only as an empirical 

phenomenon brought about through implementation of various socio-technical systems, but also as 

an element of knowledge production, not at least that of academic knowledge. In practices of 

academic knowledge production, digital data become intertwined with new, research-related socio-

technical systems, as these data are being incorporated in research practices. As I will show in the 

next sections of this chapter, for research on datafication, it poses a challenge: digital data are not 

only considered as parts of empirical datafication processes, but also are an essential element of 

research processes. It is not at least due to this challenge that I continue speaking about ‘data’ rather 

than information in my thesis. Before turning to these methodological and practical issues of 

datafication research, I extend on the critical approaches to understanding digital data, presented in 

this section, and introduce further terms and concepts relevant for research on datafication. In the 

next section, I set out to explore how, within different academic discourses, data make a difference 

in the world, what difference do they make, and how the manifold of concepts of ‘datafication’ 

address these differences.  

 

2.2 How do digital data change the way we understand the world? 

In the first section of this chapter 2, I provided a brief overview of different ways to understand the 

term ‘data’ from the perspectives of such academic disciplines as information science and social 

sciences. This section of the chapter continues this discussion by introducing various concepts 

related to data widely adopted in social sciences for dealing with and countering their elusiveness 

(Borgman, 2019). These concepts highlight how digital data change the way we understand the 
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world, putting data into relation to different aspects of social lives such as economy, surveillance, 

identity, and (mis)representation. 

So, digital traces are not simply left by people; the kinds of traces people leave in 

information systems are defined through their design. After being ‘left’ these traces are being 

processed according to the categories of these formerly defined traces and combined in use 

profiles, for example by social media companies. By combining various traces of the same user, new 

data about their online behaviour are being produced, further processed, and sold, which is 

sometimes also addressed as ‘data production’. This notion of ‘data production’ serves to 

distinguish between the practices of technology providers, processing the data (‘production’) and 

practices of users (who also generate data, e.g. digital traces, with their behaviour, and user-

generated content) and the effects on the users. Following Borgman’s (2015) introductory argument 

in an analysis of digital data, “[t]heir value lies in their use” (p.3), commercial companies such as 

social media and other technology providers build their business models on value extraction from 

digital data. In academic discourses, this has been addressed from a variety of perspectives, 

highlighted through notions like ‘surveillance capitalism’ (Zuboff, 2015), data as capital (e.g. 

Sadowski, 2019; West, 2019), and an ideology of ‘dataism’ applicable not only to the commercial 

corporations, but also to academica and states (van Dijck, 2014). For example, Zuboff (2015) 

describes surveillance capitalism as a “deeply intentional and highly consequential new logic of 

accumulation” that “aims to predict and modify human behaviour as a means to produce revenue 

and market control” (both p. 75). In the core of such accumulation is the ability of companies—

manifested in their financial, personal, methodological, and knowledge resources—to combine 

multiple data points in order to extract patterns that allow further economic transactions and, 

ultimately, multiplication of the companies’ revenues. 

Some researchers address profiles built from manifold combinations and linkages of 

various data points about an individual as ‘data doubles’ (Jones & McCoy, 2019; Lupton, 2012; 

Ruckenstein, 2014). As Vallee (2020) elaborates, 

“[t]hese ‘doubles,’ mutable as they are, return to us in the form of partially recognizable 

versions of ourselves. The most literal example of a data double would be an avatar, or a 

YouTube recommendation, or even broader composites that contribute to the content of 

television shows based on audience tastes determined from aggregated viewing habits” (p.3). 

The quote illustrates how certain representations of an individual’s behaviour are addressed as data 

doubles. Cheney-Lippold (2017), in turn, discusses the “measurable type”—the kinds of data 

available that allow coming to certain conclusions about people or things these data are meant to 

represent; the process of coming to these ‘conclusions’ and giving meaning to data is addressed as 

“profilization” (p. 87). Cheney-Lippold underscores the notion of a measurable type as a kind of 

classification and a model, putting forth the argument that an interpretation of such a measurable 

type can be understood in terms of surveillance and fitting subjects (of datafication) into the frames 

of profiles set for them. In academic research, discussions about data double are related to further 

concepts: 1) surveillance or so-called dataveillance (Lupton & Williamson, 2017; van Dijck, 2014) 

and 2) the role of the subject and the relations between data doubles and identities of actual people 

being datafied (Jones & McCoy, 2019). Here, I only briefly touch upon the key points of 

surveillance and digital identity studies as both are academic fields and topics of their own. My aim 

here is to highlight further essential aspects of digital data in relation to these. For this purpose, the 

relation between data and surveillance can be addressed through the notion of “[d]ataveilalnce—the 

monitoring of citizens on the basis of their online data” (van Dijck, 2014, p. 205). According to van 

Dijck (2014), in contrast to surveillance, dataveillance has no specific purpose, rather the purpose 

may change over time and be developed out of the obtained digital data. Through dataveillance, 

datafied representations of individuals and groups are used for value extraction, raising not only 

concerns about privacy (widely discussed across multiple academic fields, see e.g. Lai & Flensburg, 

2020a; West, 2019), but also about visibility (e.g. Flyverbom et al., 2016; Neumayer et al., 2021), 
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agency (e.g. Kennedy et al., 2015), transparency, and accountability (e.g. Wieringa, 2020). Similar 

issues are also being tackled by many other scholars who provide us with extensive analyses of the 

interplay between digital data and individuals’ identities, addressing questions like how people 

become data, what is the relation between the selves and their data (e.g. Forlano, 2016, 2017; 

Koopman, 2019; Lupton, 2012; Papacharissi, 2018). These questions and concepts vividly illustrate 

recursivity of digital data in relation to people and their selfhoods. As Koopman (2019) summarises 

in the introductory chapter of his book, 

“our data are not mere externalia attached to us from which we might detach our truer selves 

as we please, but are rather constitutive parts of who we can be. Who we are is therefore 

deeply interactive with data. We are cyborgs who extend into our data” (p.8). 

As representations of certain aspects of individual identities and behaviours, data are being acted 

upon. Lupton (2012) explicates this point by stating that “[t]he flow of information, therefore, is 

not one-way or static: it is part of a continual loop of the production of health-related data and 

response to these data.” (p. 237) This recursive loop reminds us that digital data are not only of the 

social (as social product, defined above), but also are being social, able to reconfigure social lives. 

Current critical scholarship demonstrates, however, that attending solely to data rather than 

to actual people that are meant to be represented though them may lead to misrepresentation, 

silencing, and discrimination—outcomes contrary to those of ‘representation’ (Whitman, 2020, p. 

3). Multiple, particularly feminist, queer, and scholars of colour have shown that often 

underrepresented, marginalised, and ‘othered’ groups of people are not represented in the data 

upon which political and governance decision-making takes place (e.g. Benjamin, 2019; D’Ignazio 

& Klein, 2020; Draude et al., 2019; Noble, 2018; Perez, 2019). These scholars not only shed light 

on the biases and inequalities reiterated through digital data and algorithms for their processing, but 

also on different kinds of data value than economic value extraction. They provide examples of 

absent and missing datasets that would have contributed to a better representation of certain 

groups of people, for example women (for other research also concerned with different kinds of 

data values see also Bolin, 2022; Fiore-Gartland & Neff, 2015). Discussing such absences and 

othering in terms of knowledge production, Leonelli and colleagues (2017) elaborate on 

“an ambiguity and a strategic relationality to shadowing processes that parallels the relational 

nature of data and the multiplicity of motives, goals, and conditions through which data may 

be construed as (in)significant, partial or complete, (un)intelligible, or (in)accessible” (p. 194). 

This argument makes a loop back to the introductory definitions of data given in this section, 

further putting forward the politics of data, for example enacted in the kinds of data accounted for 

or not. Some scholars addressing digital data research from a feminist perspective, also turn to the 

notion and concept of ‘care’: they investigate how various human actors relate themselves to digital 

data not merely by unconsciously leaving traces of their activities in information systems, but also 

relate to data affectively and ethically (e.g. Baker & Karasti, 2018; Fotopoulou, 2019; Zakharova & 

Jarke, 2022). Taking such a position, these authors attempt to provide an analysis of data as an 

inherent part of our societies, closely intertwined with people and their lived social realities, rather 

than as something abstract and external to these realities. 

At the intersection of social sciences more broadly and computer science, research fields 

have developed which specifically address the challenges of bias in data. For example, fairness, 

accountability, and transparency (FAT) studies particularly focus on bias in various automated 

systems. According to Peña Gangadharan and Niklas (2019, p. 884), initially, FAT studies were 

concerned with bias in automated systems and the ways to reduce it. The authors argue, however, 

that “fairness, accountability, and transparency studies fail to air their value-based assumptions 

about antidiscrimination or fairness, remaining inexplicit about their allegiances to any one 

normative framework.” (ibid., with reference to Binns, 2018). Rather, so Peña Gangadharan & 

Niklas (2019), datafication and algorithmic processes considered in FAT studies can be seen as 

technological processes that may be ‘fixed’ with a technological solution such as de-biasing. 
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Further, as I have shown in the previous section of this chapter, discussing the distinctions between 

ML-based (also ‘AI’) and other algorithms, algorithmic transparency is not achievable for the 

former as even the designers/researchers themselves cannot account fully for what kinds of output 

these systems would produce and why. 

A concept of ‘data assemblages’ places digital data within the manifold aspects of socio-

technical systems such as economic, political, social, and technological (Kitchin, 2014c; Kitchin & 

Lauriault, 2014). Widely applied across various domains of social sciences and in critical data 

studies, data assemblages as an analytical concept provide an answer to the question of how to 

address digital data critically, connecting them to the society at large (Iliadis & Russo, 2016). Other 

scholars also offer critique of data assemblages, addressing the lack of attention to human agency or 

relations between the elements within a data assemblage (Heeks & Renken, 2018, p. 97). 

Similar to the application of the concept of data assemblages, attending to data 

infrastructures allows to put digital data in relation to the material, social, political, and economic 

processes, as Gray and colleagues (2018) elaborate in the following: 

“[l]etting go of the notion that data does nothing more than show us how things are, we can 

attend to the social, historical, cultural and political settings in which it is created and used 

and which framings such infrastructures introduce to the data. To this end, Bowker and Star 

(1999: 34) call for ‘‘infrastructural inversion’’: bringing the background work involved in the 

making of data into the foreground and hence we can study the social practices which 

databases both reflect and enable, such as quantification, classification, commensuration and 

calculation” (p.3). 

Gray et al. (2018) build here on the research on infrastructures and classification conducted by 

Jeffrey Bowker, Susan Leigh Star and Karen Ruhleder (e.g. Bowker & Star, 1999; Star & Ruhleder, 

1994, 1996), who understand infrastructure as “a working relation”, occurring “when local practices 

are afforded by a larger-scale technology, which can then be used in a natural, ready-to-hand 

fashion” (Star & Ruhleder, 1996, p. 114). In relation to data and datafication processes, various 

authors have adopted an infrastructural approach to analyse “datawork means of which social 

media platforms standardize and compute user participation” (Alaimo & Kallinikos, 2017, p. 176), 

data movement within and across data infrastructures (e.g. Gerlitz et al., 2019; Weltevrede & 

Jansen, 2019), or frictions occurring as data move and are being moved (e.g. Aula, 2019). As the 

examples illustrate, the notion of data infrastructures foregrounds movement of data and the work 

‘behind the scenes’ required for that movement4. This work encompasses practices of 

standardisation and categorisation (see e.g. Piattoeva & Saari, 2020 for an analysis in context of 

academic knowledge production), and renders various data visible or invisible (e.g. Flyverbom & 

Murray, 2018). For the categorisation work, a specific kind of data—metadata—are central, as they 

define how other data can be clustered for further processing and use, set standards, and allow for 

interoperable communication between various systems (e.g. Kubicek et al., 2019). The work of 

categorising data and setting them on the move (Jarke & Zakharova, forthcoming) is political 

(Bates, 2018). Ultimately, data politics concern questions of power (who decides what data are 

important and why, who has access to these data, who makes which decisions upon these data), of 

accountability (who counts and who is counted, who is being held to account according to certain 

data), knowledge production (who makes which data available for further re-use), and elicit new 

forms of power relations between various actors creating new subject and object positions (Prietl, 

2019; Ruppert et al., 2017). As most recent literature illustrates, even critical scholarship can be 

“compromised” and not able to withstand the influence of some actors who define what and when 

data are according to their, often commercial, interests (Whittaker, 2021, p. 52). 

 
4 Besides the concept of work, other approaches can be used to describe what is happening ‘behind the 
scenes’ of datafication processes, such as e.g. ‘doing’ data. See for example Wanka and Gallistl (2018) for 
conceptual understanding of ‘doing’. 
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Related work presented here should provide an answer to the question in the title of this 

section: how do digital data change the way we see the world? This answer, however, is not a simple 

one. Outlining various concepts of digital data and their relations to algorithms and data 

infrastructures this section briefly reviews the manifold of answers to this question. As Ruppert and 

colleagues (2017) notice, 

“[n]otably, attention has started shift to a focus on computation and analytics such as 

algorithms, machine learning, and artificial intelligence. Yet, data remains a key matter of 

concern as both the product and condition of computation and analytics” (p. 2). 

There is, however, no one definition of digital data. Rather, data acquire meaning in the process of 

their use in relation to ontological, epistemological, and methodological backgrounds of the actors 

operating with data, empirical fields in which they operate, and their goals. Data can be understood 

as assemblages that acquire their meaning in socio-technical systems within and across which these 

data are being put to use. These socio-technical systems include not only various technologies such 

as software or data infrastructures, but also (automated) methods of recombination and analysis 

applied to these data such as algorithms, and broader economic, political, and social contexts. Data 

are, therefore, not representations but interpretations of reality, nor are they neutral or objective; 

instead, data are relational and of the social. With that, data can reproduce biases and inequalities, 

include some people and exclude others. With that, the title question itself becomes controversial, 

as the ‘we’ changes along with the ways different people are datafied or not. Data are recursive as 

they are not simply extracted and combined into datafied profiles of individuals, organisations, and 

whole societies, but also affect these in a manifold of ways as they are being acted upon individually 

and collectively. Some data, such as metadata, also categorise and set standards for other data. As 

long scholarly traditions in social sciences and STS demonstrate, data and categorisations they 

produce about other kinds of data can be othered, missing, and broken instead of being big, 

truthful, objective, or open and available for re-use (e.g. Borgman, 2015; Bowker & Star, 1999). 

Data are, therefore, political, embedded in various political discourses and, thus, have their own 

politics when put to use by different actors. The main argument of this section of my thesis is that 

these data politics are also a part of academic knowledge production—the ways researchers see5, 

conceptualise, and ultimately describe the world. The manifold of ways in that data are 

intermeshing with the existing views, concepts, and descriptions illuminates how data and 

datafication processes complicate knowledge production in research and practice. I discuss this 

latter point in more detail in chapter 3. Altogether, the workings of the data and the ways of doing 

data in socio-technical systems can be broadly understood as datafication processes. Expanding on 

the notions of data reviewed here, in the next section, I elaborate in more detail on various 

understandings of the concept of ‘datafication’ and further relate it to other academic discourses. 

 

2.3 What is datafication? 

So far, I have shown the manifold of concepts related and constitutive to understanding of 

datafication processes (e.g. previously big data, then also digital traces, quantification) and the 

variety of concepts of datafication highlighting various aspects, elements, and implications of 

datafication processes. Several years after the concept of datafication has been coined, the 

datafication scholars across various domains of social sciences and other disciplines embarked on a 

journey to produce more situated definitions and weave together the technological and 

sociocultural processes enabling datafication. In this section, I provide an overview over different 

perspectives on datafication processes and their relations among each other and to further, related 

concepts. 

 
5 For the critique of the metaphors of ‘vision’ see for example Barad (2007), Strathern (2000), Star & Strauss 
(1999), and Garforth (2012). 
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I began this chapter by recounting an argument by Mayer-Schönberger and Cukier (2013) 

about the revolutionary role of big data in understanding the world: if only we had data about 

everything in the world, we could understand how it works. As my brief review of critical data 

scholarship in the previous section shows, it is neither possible to datafy everything and “data 

deserts continue to exist” (Kitchin, 2014c, p. 150), nor does datafication, per se, further our 

understanding of the societal processes. The emphasis on ‘understanding’ of the world in the early, 

empiricist (Kitchin, 2014c, p. 130) definitions of datafication, however, requires more attention. 

Critical scholars address datafication as an episteme (e.g. Beer, 2016) or an ideology (e.g. van Dijck, 

2014). For example, Kitchin (2014c) and Beer (2016) refer to ‘big data’ as a concept or a rationale 

used by the industry to promote data analytics (p. 6). Others explore metaphors used in discourses 

about digital data and datafication in order to reveal the kinds of knowledges these data are meant 

to provide scholars studying them (Pangrazio, 2020; Puschmann & Burgess, 2014; Stark & 

Hoffmann, 2019), drawing attention to the abundance of ‘natural’ metaphors like oil and economic 

metaphors like asset or utility which reinforce the empiricist, positivist epistemology. As Mejias and 

Couldry (2019) argue, “much-used metaphors that equate datafication to other extractive processes 

help to further obscure, not uncover, these power relations” (p.4). 

Rather than using such metaphors, many scholars have discussed datafication as a 

continuation of different practices that existed prior to the intensive rendering of various aspects of 

the world into digital data that we observe today (see Koenen et al., 2021; Ruppert & Scheel, 2021). 

In a historical overview over the roots and development of datafication processes, Koenen and 

colleagues (2021) discuss record keeping beginning in ancient Greece and briefly follow it through 

centuries and European regions as an example of pertaining data practices (p. 140-141). With this 

and other examples such as discussing the role of punch cards for automated data processing in 

Nazi Germany, the authors illustrate how “the production, collection, and processing of data not 

only predate digitalization but also, in the immediate decades before the digital revolution, 

produced exclusive infrastructures, knowledge orders, and practices” (ibid., p. 152). Other authors 

also point to the role of data in national statistics such as censuses (e.g. Didier, 2022). In a similar 

vein, Ruppert & Scheel (2021, p. 292) in their analysis of statistical data practices of making 

European people also call to question categories of population statistics and academy, meaning also 

how they came to be. What these examples illustrate is how the methods of quantification usually 

serve certain purposes and are performative to the concepts about the society developed with the 

help of these numbers. Similarly, datafication processes are performative to the societal domains 

that are being datafied. Such performativity of the concepts and methods to the academic and 

applied knowledge about our datafied societies is the main recurring theme of my thesis. While I 

address the related methodological questions beginning with the section 2.4 of this chapter, the aim 

of this section is to illustrate though a review of related work how various conceptual definitions of 

datafication draw analytical attention to different aspects that require certain empirical and 

methodological choices from the scholars interested in studying datafication. 

Currently, scholars interested in datafication processes work across many domains and 

fields of social sciences. For example, in regard to what societal practices and processes are being 

addressed in datafication scholarship, table 2-1 provides an overview over current research, ranging 

from studies of the everyday, health and self-quantification, to the studies of data activism, 

education, welfare states, and justice. This is not a comprehensive list as the societal domains and 

practices affected by datafication processes are countless. Most of research listed here can be 

described as critical according to a comprehensive literature review of datafication scholarship by 

Flensburg and Lomborg (2021). Such critical scholarship relies on a relational understanding of 

data, while datafication can be understood processually, as an enactment in which different actors 

translate various societal processes into data and back according to their goals and in relation to the 

contexts and situations in which this enactment takes place. For example, such a processual view on 

datafication is elaborated by van Dijck (2014, 2017). According to her, through the process of 
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datafication, various societal domains increasingly become defined through quantitative data. 

Making a similar argument, Cheney-Lippold (2017) argues that datafication can be seen as 

connecting various data points with power (p.107) through the notion of a ‘measurable type’. With 

particular focus on identities, the author argues that the ability to create ‘profiles’ for these 

measurable types is driving the big tech industry’s ability to put data to use and give them 

‘meaning’. For Cheney-Lippold, this process of giving data ‘meaning’ is not only an element of big 

tech economy, but also a question of changing subject and object positions of individuals and their 

profiled identities. Mejias and Couldry (2019) further emphasise economic value extraction and 

commercial purposes that are guiding an enactment of datafication processes For them,“[t]he term 

“datafication” implies that something is made into data. What that something is, and what the 

processing comprises, are matters that need to be put into context” (p.1). The understandings of 

digital data discussed in the previous sections, however, also highlight that digital data also need to 

be understood in the context of their use/application. 

 

Table 2-1 List of research domains and societal practices addressed in current datafication scholarship. 

Audience research  (e.g. Livingstone, 2019; Mathieu & Jorge, 2020; 

Mathieu & Pruulmann Vengerfeldt, 2020) 

Data activism, Global South perspectives, and 

migration  

(e.g. Lehtiniemi & Haapoja, 2020; Mattoni, 

2018; Milan & Treré, 2019; Witteborn, 2021) 

Data literacy  (e.g. Markham, 2019)  

Data journalism  (e.g. Dowd, 2016; Steensen, 2019) 

Education on different levels from early years 

education to schools to higher education  

(e.g. Jarke & Breiter, 2019; Lewis & Holloway, 

2019; Williamson, 2017)  

Environment and climate, smart cities (e.g. Bates et al., 2016; Kitchin, 2014a; Madsen, 

2018; Rajão & Jarke, 2018);  

Everyday practices (e.g. Karlsson, 2019; Kennedy et al., 2020)  

Feelings, affect  (e.g. Kennedy & Hill, 2018; Lupton, 2018; 

Sellar, 2015)  

Governance, public administration, welfare 

state, and algorithmic decision-making 

(e.g. Dencik & Kaun, 2020; Kaun, 2021; 

Velkova & Kaun, 2019) 

Health and self-quantification (e.g. Lupton, 2016; Schüll, 2016)  

Justice (e.g. L. Taylor, 2017) 

Organisational practices and data-driven 

decision-making for organising 

(e.g. Alaimo & Kallinikos, 2021; Leonardi & 

Treem, 2020) 

Social media, platforms, and apps (e.g. Bucher, 2018; Helmond, 2015; Lai & 

Flensburg, 2020b; Pybus & Coté, 2021; 

Weltevrede & Jansen, 2019) 

Work and labour  (e.g. Sánchez-Monedero & Dencik, 2019)  

 

Together with Hepp, Couldry (e.g. Couldry & Hepp, 2017; Hepp, 2020) defines 

datafication as an aspect of ‘deep mediatisation’. Deep mediatisation, here, stands for the latest 

wave of mediatisation—a process reflecting the interrelations and dialectic transformations of 

media and society, interrelated with each other. The waves of mediatisation describe historical 

transformations of media, while deep mediatisation reflects the current addition of digital data and 

related datafication processes to the media landscape. ‘Deep mediatisation’ reflects the acceleration 

of such transformations and the relevance of media to the societies and cultures. Datafication can 

be understood, then, as an aspect of deep mediatisation,  

“offering the chances for new, quantified forms of ‘reflexivity’ through the ongoing data that 

individuals produce, but it is an aspect deeply driven by the needs of media and data 
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industries themselves, and brings costs quite different from those previously associated with 

reflexivity” (Couldry & Hepp, 2017, p. 219). 

In a later take on the concept of deep mediatisation and datafication, Hepp (2020) derives 

definitions of both concepts from the history of different media, highlighting various technological 

aspects of these such as the materiality and institutionalisation. As the definition provided here 

suggests, datafication here is tightly intertwined with technological transformations and possibilities 

of data processing. Similarly, in the research domain of education technology Jarke and Breiter 

(2019) define datafication as a process and means of measuring and defining social life in numbers. 

Williamson (2017) proposes a definition focusing specifically on the constructed character of digital 

data and the manifold of social, political, and technological elements involved in such construction. 

Particularly within education research or research on datafied childhoods, analytical attention to the 

negative implications of datafication processes such as biased profiling and related future exclusions 

or privacy risks is strong (e.g. Bradbury & Roberts-Holmes, 2017; Mascheroni & Siibak, 2021). 

Studies of data activism also highlight the high stakes of datafication for individual and collective 

activist agency and resistance against exclusive datafication processes (Mattoni, 2018; Milan, 2019; 

Stephansen & Treré, 2019).  

Prietl (2019) argues that attending to datafication processes from the perspective of bias or 

‘mistakes’ in data happening during automated analysis creates a perception that digital technologies 

could be ultimately neutral if these biases and mistakes were to be eliminated (p.2). Definitions of 

datafication through technological developments and innovation provided above, thus, induce 

similar perspectives on societal implications of technology implementation and use. The concept 

and the emerging body of work on data justice counter this narrative of the achievable neutrality of 

technology. The concept of data justice rather expands on “frameworks for wellbeing, to post-

structural influenced theories of justice, and to constructivist understandings of technology (as 

always value-laden)” (Peña Gangadharan & Niklas, 2019, p. 882). For example, Taylor (2017) 

reviewing different understandings of data justice illustrates that besides the negative aspects of 

relations between digital data and governance, “data technologies can provide greater distributive 

justice through making the poor visible” (p.6). As multiple conceptualisations of datafication 

provided in this section suggest, critical scholarship is to a great extent focused on the possible 

negative effects and harms of datafication processes. Departing from that, in her analysis of data 

justice frameworks, Taylor (2017) argues for reconciliation of perspectives highlighting negative and 

positive implications of datafication processes as being required to further not only academic 

discussions on datafication, but also their practical implementation and regulation. Attending to the 

societal aspects of data justice (e.g. Dencik et al., 2019; Heeks & Renken, 2018; L. Taylor, 2017), 

this body of work is also concerned with data governance (e.g. Abraham et al., 2019; Leonelli, 2019; 

Micheli et al., 2020), shedding light on the politics of data and the ways these are inscribed in data 

and automated systems. Alongside with the concept of data justice, many scholars address data 

colonialism (e.g. Birhane, 2020; Couldry & Mejias, 2019; Isin & Ruppert, 2019; Madianou, 2019; 

Ricaurte, 2019) and turn to the datafication processes in the Global South, instead of the already 

well-researched and dominating academic discourses about datafication in the northern hemisphere 

(e.g. Arora, 2016; Cinnamon, 2020; Milan & Treré, 2019). Yet other scholars specifically elaborate 

on data in the lives of People of Colour and Indigenous peoples (e.g. Mcglotten, 2016), providing 

important critique to the established conceptualisations of datafication processes and putting 

forward concepts such as data justice not only as an analytical framework, but also as an agenda for 

future research and practice. Some of the authors specifically focus on practices of ‘resistance’ 

against datafication processes (e.g. Ricaurte, 2019) and develop calls for action both for academic 

and civic actors. 

Feminist critical data studies build on different feminist research traditions and aim at 

pinpointing when, where, and who is getting excluded or discriminated through datafication 

processes (Cifor et al., 2019; D’Ignazio & Klein, 2020; Gardner & Kember, 2021; Posner & Klein, 
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2017; Thompson, 2020). Feminist data studies are also committed to showing care and “taking 

sides, participating, acting, making a choice, taking a position, but without taking for granted a 

general or fundamental principle on which these actions would safely and coherently be grounded” 

(López-Gómez, 2019, p. 10). As the quote illustrates, feminist data studies—as feminist research 

more broadly—address datafication not solely as an episteme or an empirical phenomenon 

requiring analytical attention; rather, within feminist data studies new manifestos and calls for 

action are being developed that aim to address and counter the invisibilities, inequalities, biases, and 

discrimination that critical datafication scholarship has been able to point out so far. Other scholars 

also use concepts such as (in)visibility, surveillance, and transparency to address changing subject 

and object positions of people facing datafication processes (e.g. Couldry & Yu, 2018; Neumayer et 

al., 2021). A few authors turn to the role of (in)visibility of data and some aspects of datafication 

processes specific to academic knowledge production. For example, Leonelli and colleagues (2017) 

discuss data shadows (p. 194). Pink and colleagues (2018) explore ‘broken’ data, Blackman (2019) 

elaborates on the encounters with data ‘ghosts’, and Kjær et al. (2021) switch attention to absent 

data. Besides shedding light on who is ‘othered’ and mis-/underrepresented in the data, exploring 

datafication processes in terms of visibility and ‘ghostly’ encounters leads to methodological 

challenges for research and academic knowledge production. Here, distinctions between data as 

empirical phenomena and as research material in empirical studies of datafication are blurring. For 

example, Kjær and colleagues (2021) reflect in their analysis of Twitter data, how to conduct 

research knowing that some data cannot be gathered and will be missing from the dataset and argue 

for developing sensitivities to  

“the otherness at stake in the material under scrutiny: that there is no God’s eye perspective, 

only multiple, partial, contradictory perspectives, some of which belong to the ghosts 

themselves, the voices that were not “captured”” (p.17). 

This and other methodological questions that arise in datafication scholarship are addressed in 

more detail in the next section of this chapter. 

Some scholars are rather interested in datafication as transforming “subjects, objects, and 

practices into digital data” (Southerton, 2020, p. 1), shedding light on the role of an individual in a 

datafied society. For example, Kennedy et al. (2015), Livingstone (2019), Dencik (2020) argue that 

rather than solely focusing on the oppressive aspects of datafication processes and research that 

renders individual people helpless, ignorant, and uninformed, more analytical attention should be 

paid to individual agency in datafied societies. Moreover, one could add, also attention to the 

productive aspects of datafication processes, how trivial these might sometimes be, also requires 

attention and explication. Kennedy and Moss (2015) further this discussion by addressing datafied 

knowledge production in relation to publics (typically described as ‘users’). Milan and Beraldo 

(2019) elaborate on bottom-up politics of data that allow publics and users to exercise their agency 

in relation to data power. Tsai and colleagues (2020) discuss agency and challenges to it for some 

actors in context of learning analytics in higher education. The authors, many of whom develop 

their understandings of data power and agency within the field of data activism research, invite to 

think of other forms of agency apart from algorithmic oppression, e.g. as reflexive or habitual 

practice of laypeople as users. Interestingly, the term ‘users’ itself can be seen as an example of an 

analytical term imported into social research from other domains such as e.g. human-computer 

interaction; the application and meaning of the term in various fields of social sciences, however, is 

constructed differently. These scholars interested in individual actors and their relations to 

datafication processes observe that current research is often focused on the big actors accumulating 

data and power (such as technology providers), although the more pressing issue is to understand 

agency and power of other actors such as individuals/laypeople (see also Pruulmann-Vengerfeldt & 

Hörste, 2020). Some authors go beyond this argument proposing to attend to the affective 

implications of datafication processes and focus on feelings these evoke (e.g. Kennedy & Hill, 2018; 

Saifer & Dacin, 2021; Smith, 2018). Their research interest lies specifically in an investigation of 
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everyday activities of people facing and enacting datafication processes, for example through self-

quantification (e.g. Karlsson, 2019; Schüll, 2016), encounters with and perceptions of data (e.g. 

Kennedy et al., 2020, 2021). 

Some of the perspectives on datafication discussed so far focused primarily on individual 

actors, their perceptions and practices in light of datafication processes, while others—e.g. those 

working on the questions of data justice—explore datafication processes in relation to communities 

and groups of actors. Other researchers across various domains of social sciences and related 

domains of organisation studies or information systems research turn their attention to the analysis 

of datafication processes in relation to organisational practices (e.g. Alaimo & Kallinikos, 2021; 

Leonardi & Treem, 2020; Madsen, 2018). In this strain of research, datafication processes are being 

addressed in “production contexts” (Madsen, 2018, p. 10). Building on the set of critical questions 

to big data, formulated by boyd and Crawford (2012) and their attention to the processes of data 

processing and cleaning executed by technology providers, research on datafication and 

organisations explores organisational values, contexts, and practices and their role in ‘organising’ 

contemporary work and labour. For example, Alaimo and Kalinikos (2021) conclude their analysis 

of platforms as organisations with an argument about the co-constitution of organisations and 

technology: 

“it is no longer fruitful to treat technology as an exogenous force, separate from the 

organizational operations into which it is embedded. Organizations and technology co-

constitute one another and have accordingly to be studied in tandem” (p.1387). 

Education research with the manifold of recently published studies on datafication of various levels 

of education systems worldwide provides another example of datafication scholarship focused on 

various organisations such as technology providers and institutions such as public authorities. For 

example, Williamson (2017), Decuypere (2019) and Manolev et al. (2019) explore different kinds of 

educational technology providers, their claims, and their products. Others work together with 

political actors, public servants, and intermediary organisations that are involved in data-driven 

governance in education, (e.g. Chang, 2018; Grek et al., 2020), in science (Leonelli, 2019), and in 

relation to data-driven governance more broadly (e.g. Abraham et al., 2019; Micheli et al., 2020). 

The review of related work presented here so far illustrates the manifold of definitions and 

concepts of datafication. Against this backdrop, attempts to consolidate datafication scholarship 

according to various analytical and socially relevant concepts have been made. Ruckenstein and 

Schüll (2017) propose to map datafication research in health according to three categories: datafied 

power, ‘living with data’, and data-human mediations. For the domain of education, Williamson 

(2018) suggests ten ways to define datafication in education, ranging from historical definitions to 

technical, epistemological, ontological, social, political, cultural, imaginative, dystopian, legal, and 

ethical concepts. For example, he suggests an imaginative and a dystopic definition of datafication: 

as a subject of visions possibly catalysing future real-world phenomena or as a source of anxiety 

(n.p.). These and other definitions of datafication showcase an important point for my argument: it 

is not only that different definitions of and approaches to datafication are being developed within 

the frames of various disciplines and fields, but these multiple definitions are being developed 

through diverging research practices directed at different empirical phenomena. Although this 

argument seems rather obvious at the first glance, it brings forth the question of how can 

researchers approach and reflect on the empirical and epistemological, ontological multiplicities 

(Mol, 2002) of datafication processes. 

Bonde Thylstrup and colleagues (2019) in their edited special issue propose to focus on 

specific kinds of digital data addressed in research in order to better understand datafication. 

Agostinho et al. (2019) address datafication processes with particular attention to archives, using the 

analytical lens of uncertainty and propose a typology of what they call ‘uncertain archives’ that 

includes concepts of unknown and unknowable, error, and vulnerability. In contrast, Kuch et al. 

(2020) apply terminology of precision to describe the promises of datafication processes. Prietl and 
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Houben (2018) distinguish datafication scholarship according to 1) the technical artifacts and 

infrastructures under study (e.g. databases, protocols) as a “sociotechnical condition in operating 

with data” (p.12, my translation), 2) the meaning of data, and 3) cultural knowledge structure of the 

society. Christin (2020) proposes a framework for understanding datafication processes based on 

the workings, doings of data in a given empirical context, encompassing five elements such as 

tracking, homogenizing, triaging, nudging, and valuating. Overall, as Pellegrino (Pellegrino et al., 

2019) notices, 

“[i]t is of interest that such a process, as typical in technology and media history, is subjected 

itself to a constant dichotomic and oppositive binary thinking […]. On the one hand, the 

apocalyptic register of those framing technology (in this case, data) as coming exclusively 

“from above”, tools to exert and impose power, namely the power of surveillance and the 

end of privacy as we used to conceive it. On the other hand, the more “integrated” approach 

viewing datafication as the trigger and the field of new opportunities, benefits and 

progressive futures “from below”” (p.90). 

Expanding on this research, with my methodological and conceptual inquiry into research on 

datafication, I aim to develop analytical tools that would help approaching and reflecting various 

multiplicities of datafication processes. 

In this section, I have shown both the approaches defined in this quote as being ‘from 

above’, for example addressing the role of various technologies in datafication processes, while 

technologies are sometimes not considered as a part of social reality but are being called to be put 

in context. Others, following socio-technical approaches to defining datafication processes, view 

datafication processes as situated, enacted in practices of various actors, often specifically 

addressing the othered and the marginalised. In a critical take on critical datafication scholarship, 

Söderberg, in a joint work with Pellegrino and Milan (Pellegrino et al., 2019), argues, however, that 

detailed analytical attention to the marginalised, oppressed, and othered groups 

“engenders a ‘race-to-the-bottom’ that the predominant, theoretical and epistemological 

tenets in STS are ill suited to deal with, because those tenets cannot register cases when 

politically and/or epistemological weak actors are fronts for more powerful actors. New 

theories are needed that give guidance to inquiries into what kind of bottom-positions are 

really at the bottom and what bottom-positions are, on a closer inspection, much higher up 

in the hierarchy, when factual statements are being made.” (p.97). 

So, while critical datafication scholarship such as described in this and above paragraphs draws 

attention to the inequalities, Söderberg argues, it might also put the already marginalised groups 

under additional scrutiny and make them part of broader data politics rather than making their 

voices heard and their problems visible. Being explicit about what we—as researchers and 

practitioners—are talking about when talking about datafication, what kinds of actors we address, 

and how we are positioned in relation to these actors should also allow reflecting on the extent to 

which social research sometimes follows the narratives of big tech industry, for example viewing 

individuals as ‘users’ or ‘producers’ instead of the multiplicity of other roles, or attending to 

individual rather than collective agency, to technological ‘fixes’ rather than systemic change. In 

another piece exploring the role of critique for understanding datafication, Couldry (2020) also 

understands “social knowledge” as a “practical understanding of what is socially actionable” (p.1139, 

original emphasis). In another critical interrogation of the term ‘data’, Markham (2013) argues that 

academic knowledge production is a practice of sense-making rather than ‘finding’ or ‘gathering’ 

data and asks what practices are included in an inquiry that allow to overcome disciplinary histories 

and infrastructures and develop alternative practices of sense-making. Referring to Pink (2012), she 

proposes “extending the stages and senses of inquiry to include not only what is present in the 

most obvious ‘collected’ or ‘collectable’ sense but to also look at what is done before, during, after, 

and between” (n.p.). Similarly, Bechmann and Bowker (2019) in their analysis of unsupervised 

machine learning also elaborate on what happens before and ‘behind the scenes’ of a “seemingly 
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autonomous work” (p.1). Bonde Thylstrup and colleagues (2019) also argue for demystification of 

datafication required to focus on the sociocultural processes within which datafication is being 

enacted: 

“Our claims are more modest, attending not to the hype of data, but rather to the ways the 

dust of Big Data settles in mundane operations and infrastructures (Helles and Flyverbom, 

2019), and how these are quietly transforming how we see, read, organise, use and dispose of 

knowledge” (ibid, p.3). 

Alongside with discourses about knowledge production and datafication, some scholars study 

datafication of research processes and datafication of academia such as use of digital technologies 

for research or use of digital archives for academic knowledge production in social sciences more 

broadly (e.g. Hepp et al., 2021; Katzenbach et al., 2021). For example, practices of academic re-use 

of research data and open data, open knowledge, data archiving, and ongoing development of 

research ethics to match the ongoing datafication, are discussed and implemented (e.g. Koch, 2019). 

In contrast to this research, my thesis is not about datafication of academic knowledge production; 

rather I am concerned with the approaches to academic knowledge production taken to understand and research other, 

empirical datafication processes. While the topic of research ethics is recurringly discussed in my thesis, 

the former aspects such as research data management or open research data are outside of the 

scope of my analysis. Rather than attending to the ways in which academia itself becomes datafied 

and copes with such transformations, I am interested in the performative relations between 

conceptualisations of datafication processes such as those discussed in this section, and research 

methodologies applied to study these processes empirically. Particularly when digital data also 

become research material in studies on datafication, performative aspects of both datafication 

processes and research methodologies complicate our understanding of the empirical phenomena 

at hand. It is this performative reconfiguration of what datafication processes might mean, how 

they can be explored and understood that I continue to investigate in the following chapters. 

As Lindgren (2020) notices, “[w]hile it has become an eternal truth, reiterated by 

researchers and methods teachers alike, that “the problem under investigation properly dictates the 

methods of investigation” […], very few of us adhere to this in practice” (p.7). To address the 

‘problem’ of studying datafication, Lindgren proposes an ambiguous metaphor of “hacking social 

science”: on the one hand, calling social scientists to “play around” with computational methods 

and on the other hand, calling social scientists to attend to datafication processes as a part of their 

research discipline in the first place. Other scholars (e.g. Dalton et al., 2016; Iliadis & Russo, 2016; 

Kennedy, 2018; Neff et al., 2017; Schrock, 2017) with their research shape a new, emerging line of 

thought of critical data studies or simply data studies, specifically dedicated to critical scholarship 

about data and datafication processes. Critical data studies build the core conceptual background of 

my inquiry into datafication scholarship and are the body of work to which my thesis contributes. 

In this section, I reviewed a number of concepts about datafication, addressing it as an 

episteme, a technological process, a research agenda and a manifesto for action, and a historical 

continuation of other academic debates and discourses. The purpose of such listing is to illustrate 

how not only ‘data’ is an elusive term, as the quote in the beginning of this chapter states. 

Datafication and other currently widely used terms such as algorithms, automated systems, and AI 

might be even more elusive. Consider following quote by Crawford and colleagues (2014), who 

discuss how something 

“[…] has generated nationally funded multi-billion-dollar grant programs and tenure-track 

jobs across academe; it is the megafauna of the academic landscape. The rapid and 

widespread ascendancy of the concept attests to its significance and “stickiness” across 

multiple fields—it has become a “thing,” despite the ways in which the term is often at odds 

with itself semantically and industrially” (p.1665). 

In the quote from their editorial to the special section in the International Journal of 

Communication, Crawford et al. elaborated on the concept of ‘big data’. The above argument, 
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however, does not lose its meaning if instead of big data we put the terms ‘datafication’ or ‘AI’ in 

the beginning (similar discussions on AI go back to the 1950s, see Breiter, 1995). So, if datafication 

can be easily exchanged with another term in the above quote, does it mean that datafication 

processes cannot be distinguished from mediatisation processes, quantification, or discourses about 

AI? With the overview provided in this chapter I showed that my answer to this question is: no. 

Datafication processes are defined through the ‘elusiveness’, relationality, and recursivity of digital 

data. Datafication processes render visible and tangible relations between social practices and their 

material, technological foundations. Datafication processes are historically, geographically, and 

culturally located in practices and epistemologies of the manifold of actors that enable and are 

affected by datafication. Datafication processes are not only practices, but also ideologies and 

worldviews, guiding actors’ teleo-affectivities (Schatzki, 2002)—broadly understood as sets of 

norms and affects—to engage in practices either reinforcing datafication processes or resisting 

these. In relation to academic knowledge, however, datafication is only one in the manifold of the 

concepts that aim to describe transformational processes in our societies. In contrast to the concept 

of datafication, other academic discourses and fields foreground methodologies of computational 

techniques (e.g. studies of algorithms and automated systems, AI) or the changing role of media 

institutions in the society (e.g. mediatisation research), while addressing same pressing issues of 

justice, equality and equity, agency, power, and accountability as datafication scholarship and social 

sciences more broadly do. 

 

2.4 Studying datafication processes 

What are, then, methodological differences between the various ways of studying datafication 

processes transforming the society? In this section, I will discuss various approaches to studying 

digital data, datafication processes, and their implications developed in social sciences and beyond 

such as digital sociology, digital humanities, algorithmic research, computational social science, and 

critical data studies. These lines of thought have been developed in various research fields and are 

discussed here alongside each other as they all can be consulted in empirical research on 

datafication processes. As Masson (2017) argues, “data research in the humanities is necessarily 

interdisciplinary: it involves collaborations between scholars with backgrounds in different fields – 

and therefore, different views on how knowledge takes shape” (p. 26). Addressing research 

approaches applied to examine various datafication processes, therefore, allows to understand, how 

concepts of datafication are being developed and enacted, and what kinds of knowledges about 

datafication can be sought with the help of these methodologies. Here, methodologies and 

epistemologies are tightly intertwined and need to be explored in concert with one another. As 

Lomborg and colleagues (2020) argue in their editorial to a special issue on “Methods for 

datafication, datafication of methods”, social sciences and, particularly media and communication 

research need to advance critical epistemologies and methodologies of datafication scholarship that 

are not only grounded in the understanding of technology, but also build on the established 

conceptual frameworks for understanding sociality. 

“Much research focused on datafication has concerned itself with the technologies 

themselves, finding innovative ways to explore how data are algorithmically processed and 

transforming information environments through forms of ‘reverse engineering’ or ‘audits’ as 

a way to highlight new forms of gate-keepers and agenda-setters (e.g. Bucher, 2012; 

Diakopoulos, 2015; Rogers, 2013; Sandvig et al., 2014). This has advanced understandings of 

datafication as decision-making systems that shape the terms of mediation, knowledge 

production and social exchange. At the same time, the danger of ‘algorithmic fetishism’ 

(Monahan, 2018) that drives a focus on opening up the ‘black-box’ of data systems as a way 

to make sense of digital infrastructures and social relations has led to a call for media 

scholars to more actively insert their long-standing engagement with the hermeneutic and 
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action space between production and consumption into the study of datafication 

(Livingstone 2019), (re)claiming audience agency and everyday practices (Kennedy, 2018), 

and emphasizing the situated, contextual aspects of data as a way to understand dynamics of 

power (Dencik, 2019).” (Lomborg, Dencik, et al., 2020, pp. 207–208) 

This growing interdisciplinary body of academic work can be addressed as critical data 

studies (e.g. Dalton et al., 2016; Dalton & Thatcher, 2014; Iliadis & Russo, 2016; Kennedy & Bates, 

2017; Kitchin & Lauriault, 2014; Neff et al., 2017; Gerrard & Bates, 2019; Hepp et al., 2022). 

Research on datafication, then, can be considered as part of critical data studies. Critical data studies 

explore digital data and datafication processes in relation to the issues of power (e.g. Cinnamon, 

2020; Lauriault & Lim, 2019; Ricaurte, 2019), politics (e.g. Baker & Karasti, 2018; Bates, 2018; 

Gorur & Dey, 2021; Prietl, 2019; Ruppert et al., 2017), governance (e.g. Addey & Piattoeva, 2021b; 

Grek et al., 2020; Introna, 2015; Leonelli, 2019; Williamson, 2016), economy, data extraction and 

commodification (e.g. Beer, 2018; Gerlitz & Helmond, 2013; Sadowski, 2019; West, 2019; Zuboff, 

2015), civic participation and activism (e.g. Kennedy, 2018; Mattoni, 2018; Milan, 2019; Stephansen 

& Treré, 2019; Velkova & Kaun, 2019), bias and discrimination (e.g. Benjamin, 2019; D’Ignazio & 

Klein, 2020; Noble, 2018; Perez, 2019), equity, equality and coloniality (e.g. Cinnamon, 2019; 

Couldry & Mejias, 2019; Milan & Treré, 2019), identities and subjectivity (e.g. Kotliar, 2020; 

Papacharissi, 2018; Schüll, 2016), health and (self-)care (e.g. Aula, 2019; Lupton, 2012; Medina 

Perea, 2021), literacy and education (e.g. Bradbury & Roberts-Holmes, 2017; Livingstone & Sefton-

Green, 2016; Mascheroni & Siibak, 2021), affect and emotions (e.g. Kennedy & Hill, 2018; McStay, 

2020; Saifer & Dacin, 2021). While these explorations share a common critical understanding of 

digital data and datafication processes, they build on different theoretical concepts. For example, 

some authors build on the notion of ‘data assemblages’ addressing social, political, economic, 

cultural, and historical relations data create (e.g. Kitchin, 2014c) or the concept of data 

infrastructures, putting forward the work required to produce, process, and use digital data (e.g. 

Aula, 2019; Gray et al., 2018; Lai & Flensburg, 2020b; Piattoeva & Saari, 2020; Weltevrede & 

Jansen, 2019). Within datafication research and data studies, both conceptual and empirical research 

is conducted, although in their literature review Flensburg and Lomborg (2021) point out to the 

prevalence of conceptual research on datafication. In empirical studies, various methods can be 

applied ranging from dominant qualitative methods of data collection such as interviewing, to the 

application of computational and digital methods, for example for scraping digital data generated by 

social media sites’ users (Flensburg & Lomborg, 2021). 

Critical data studies (CDS) build a distinct line of thought about empirical datafication 

research encompassing an interdisciplinary body of work that critically examines socio-technical 

datafication processes (boyd & Crawford, 2012; Dalton et al., 2016; Hepp et al., 2022; Iliadis & 

Russo, 2016; Neff et al., 2017; Selwyn, 2020). Critical data studies can be characterised through the 

commitment to the relational, performative understanding of data as situated historically, in time, 

space, practices of involved and affected actors (Dalton & Thatcher, 2014). The critique, central to 

critical data studies is directed analytically as well as methodologically towards data and technology 

determinism and is enacted through research designs countering narratives of big data (ibid.), such 

as “data-intensive and positivistic” (Iliadis & Russo, 2016, p. 1) approaches to datafication. In their 

introduction to critical data studies, Iliadis and Russo (2016) outline the critical and interdisciplinary 

character of this literature. 

“Before and after those publications, CDS has covered a wide area of communications 

inquiry, including data power issues in social media, apps, the Internet, web, and platforms, 

but also and equally importantly statistics, policy, research, and organization. In every way 

that data are organized in a communicative context, CDS—as a clear call for the critical 

investigation of Big Data science—has coalesced around researchers ready to deploy 

pronounced critical frameworks in order to foreground data’s power structures” (p.2). 
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As a result of such interdisciplinarity, three characteristics of critical data studies can be identified. 

First, critical data scholars seek particular kinds of knowledges about datafication processes, 

attending to the questions of power relations and agency, accountability, trust, identity, and 

subjectivity (Iliadis & Russo, 2016; see also Lomborg, Dencik, et al., 2020). Kennedy, Bates and 

colleagues (Gerrard & Bates, 2019; Kennedy & Bates, 2017) and Lauriault and Lim (2019) attend to 

the issues of data power in some cases building on work from the same-titled conference 

(http://datapowerconference.org/). These issues of data power present  

“discussions of inequality and injustice through three broad lenses: (1) the tactics people use 

to confront unequal distributions of (data) power; (2) the access to data that is most relevant 

and essential for particular social groups, coupled with the changing and uncertain legalities 

of data access; and, (3) the shaping of social relations by and through data, whether through 

the demands placed on app users to disclose more personal information, the use of data to 

construct cultures of compliance, or through the very methodologies commonly used to 

organise and label informatio.” (Gerrard & Bates, 2019, p. 2). 

So, rather than simply offering critique of datafication processes, critical data studies develop 

sensitivities and reflexive approaches to understanding datafication, while this reflexivity also 

encompasses the ways of academic knowledge production in the age of datafication within critical 

data studies themselves. 

Second, critique in critical data studies covers both the limitations of data-driven science 

and is directed at the critical data scholarship itself (e.g. Bonde Thylstrup et al., 2019; Kjær et al., 

2021; Lindgren, 2020), which will be discussed in more detail in the following paragraphs of this 

section. Finally, not only do critical data scholars apply a variety of methods and techniques 

including digital and computational ones, but also various methodological approaches with the 

focus on the research on digital data are emerging (e.g. Kubitschko & Kaun, 2016; Mützel, 2015; 

Velkova, 2018). Among such methods are, for example, data journeys (e.g. Aula, 2019; Bates et al., 

2016; Leonelli, 2020; Medina Perea, 2021) and data walks (e.g. Jarke, 2019; van Es & de Lange, 

2020) attending to the processes and politics of data movement, data diaries (e.g. Tkacz et al., 

2021), feature and infrastructural analyses of social media exploring their interfaces, affordances, 

and interconnections (e.g. Hasinoff & Bivens, 2021; Lai & Flensburg, 2020b; Light et al., 2018). 

While critical data scholars conduct question-driven research and apply a variety of 

methods, other researchers specifically make use of digital or computational methods and tools, for 

example within the domains of digital sociology, computational social science, and algorithm 

studies. In the late 2000s, Rogers (2009) proposed the idea of “following the medium” in research 

methodology and introduced a delineation between initially digital and digitalised methods. Snee et 

al. (2016) briefly summarise the history of digital methods, tightly connected to the development of 

the web from web 1.0 to the web 2.0 and social media platforms. In the early years of the web, 

social researchers transferred traditional methods such as interviews or survey and later 

ethnography into digital interviewing, online surveys, and multiple types of digital ethnography (e.g. 

Kozinets, 2010). According to Rogers, such methods are ‘digitised’—adopted to be conducted 

digitally, virtually, rather than face-to-face. Other, for example computational methods are, in 

contrast, ‘born digital’ and mark a so-called computational turn in humanities and social sciences 

(Rogers, 2015). In their review of digital methods literatures, Carrozza and Pereira (2015) discuss 

that particularly within the field of media studies digital methods find wide application, for example 

for social network analysis (p. 223). During the Covid-19 pandemic, interest in digitised and digital 

methods grew significantly, as with most countries of the world entering lockdowns and reducing 

face-to-face social interactions, much of planned research had to be either postponed or transferred 

into virtual spaces. Crowd-sourced and curated reading lists on various kinds of digital methods are 

only one example of this increased demand and application of different kinds of digital and 

digitised methods (e.g. Garcia & Barclay, n.d.; Glatt, 2021; Lupton, 2021). 

http://datapowerconference.org/
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Digital methodologies, according to Rogers (2009) and Marres (2012), however, often 

focus on a snapshot of a datafication process (e.g. networks, patters of the past behaviour etc.). 

Further, natively digital methods are rooted in a (post-)positivist and behaviourist thinking, as these 

often require a big dataset for data mining and identification of specific patterns. Carrozza and 

Pereira (2015) enlist several research centres such as Digital Methods Initiative, Medialab-

SciencesPo, Density Design, and CSISP (Centre for the Study of Invention and Social Process, 

Goldsmiths) within which different traditions of digital research have developed that  

“resonate with the track under 1): a) Actor-Network Theory (an approach developed within 

the Science and Technology Studies), b) the debate about the performativity of methods (at 

the intersection of Sociology and the STS); c) the opposition between the ‘virtual’ and the 

‘digital’ (Media studies)” (p.225). 

Similarly, digital sociology (e.g. Lupton, 2015; Marres, 2017) as a research field is also interested in 

more than big scale data analysis, rather attending to the relations between digital data, technology, 

society, and knowledge (Kennedy, 2019, p. 217 reviewing Marres 2017). An example can be found 

in interface methods as a way to assemble various elements of digital research including analytical 

techniques, data, and context of research (Marres & Gerlitz, 2016, p. 42). Additionally, interface 

methods also emphasise the limits of knowledge about digital data, infrastructures, and techniques 

of analysis. Digital humanities (e.g. Berry, 2011, 2012) are also concerned with similar questions of 

the relationship between society, technology, and the ways in which within this relations 

knowledges are produced. In contrast, the domain of computational social science is rather 

interested in applying a variety of methods and techniques to different kinds of big-scale datasets in 

order to study human behaviour (Lazer et al., 2009). Within communication and media studies, a 

narrower field of computational communication research is developing (Domahidi et al., 2019; van 

Atteveldt et al., 2019). On the one hand, it draws on the methodological innovations from 

computational social science, on the other hand it also addresses the challenges such a “gap 

between the primary purpose intended for big data and the secondary purpose found for big data 

[by scholars]” (van Atteveldt & Peng, 2018, p. 86). Computational social science (CSS) can be best 

understood through the following definition provided by Lazer and colleagues (2020), that also 

sheds light on the historical origins of this field. 

“We define CSS as the development and application of computational methods to complex, 

typically large-scale, human (sometimes simulated) behavioral data (1). Its intellectual 

antecedents include research on spatial data, social networks, and human coding of text and 

images. […] CSS encompasses language, location and movement, networks, images, and 

video, with the application of statistical models that capture multifarious dependencies within 

data. A loosely connected intellectual community of social scientists, computer scientists, 

statistical physicists, and others has coalesced under this umbrella phrase” (p. 1060). 

Other digital researchers are also concerned with methodological questions. For example, some 

view digital methods as a way to overcome qualitative-quantitative divides when all research data is 

also digital data (e.g. Venturini & Latour, 2010). Others are also concerned with ethical questions of 

digital research in different contexts such as social media (e.g. Fiesler et al., 2015). 

Another strain of research within algorithm studies and data science (including, but not 

limited to already discussed FAT studies) is concerned with data not as a by-product but a valuable 

output of research work, is focused on producing and disseminating data representations (e.g. 

visualisations), and based on the resources of already available data (Leonelli, 2019, p. 3). Another, 

line of algorithm studies focuses on algorithms as cultures (Dourish, 2016; Seaver, 2017), embedded 

socially and culturally by translating data into social categories and back (Bolin & Andersson 

Schwarz, 2015), what kinds of power relations do they enact (Beer, 2017), and how these power 

relations reiterate and reify discriminatory social relations (Benjamin, 2019; Noble, 2018). A further 

way to investigate datafication processes, particularly in hindsight of the issues related to the 

software affordances and negotiations about data representations and inscriptions in software, is 
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attending to software in its design, development and maintenance processes. Software studies (e.g. 

Chun, 2011; Galloway, 2006; Mackenzie & Vurdubakis, 2011; Manovich, 2013) and critical code 

studies (Fuchs, 2019) attend in particular to software as socio-technical assemblages, where data is 

being produced. Turning to software code and infrastructures helps to render visible, how software 

not only makes particular data (and relations enacted through these data) explicit, but also erases 

other parts (e.g. material technologies behind the software) to a significant extent. Galloway (2006, 

p. 320) refers to Chun (2005) as he notices how software ‘hides’ that what is actually material and 

visible: machines such as computers and further material infrastructures become intangible through 

the software, whereas the intangible data flows appear on the surface. In contrast to algorithm 

studies, software studies attend not only to the methodological problems of depicting certain data 

in software, but rather build on the long tradition of research about categorisations in STS (e.g. 

Bowker & Star, 1999) and foreground negotiations of what is represented how in software and the 

relevant socio-material affordances. 

A critical perspective on the use of various methods for studying datafication processes 

highlights challenges for academic knowledge production. For example, Rieder & Röhle (2017) 

propose to turn away from the computation and back to different kinds of knowledges digital 

methods produce, identifying pitfalls of digital methods that complicate practices of knowledge 

production such as “the lure of objectivity”, “the power of visual evidence”, black-boxing, 

“institutional perturbations”, and “the quest for universalism” (p. 112-113). Against this 

background, Rieder and Röhle argue that to be able to conduct digital research, a scholar requires 

deep theoretical knowledge not only in the empirical site of practice they investigate, but also in the 

methods they use (such as graph theory when using network graphs) in order to be able to draw 

conclusions from the application of these methods. They argue that “we need to engage in critical 

practice that is aware of the shocking amounts of knowledge we have stuffed into our tools” 

(p.123). Similarly, in his book “Data theory” Lindgren (2020) also argues that research relying on 

computational methods should have enough theoretical sensitivity to it (p.13). Expanding on the 

argument by Law (2004) about the messiness of the reality scholars aim to explore 

methodologically, Lindgren turns to the concepts of methodological bricolage (in his analysis also 

resembling the concept of triangulation (Flick, 2011) according to which methodology should be 

pragmatic and strategic). For Lindgren (2020) the main reason of mixing various methods is in the 

recursive relationship between data and society that requires both digital, computational methods 

and other methods well-developed for studying various societal processes and practices (p.29). In 

his pursue of methodological and analytical bricolage, Lindgren outlines similarities between a 

bottom-up, inductive approach of grounded theory and computational techniques of analysis. 

Arguing that both start with the same question about ‘what is going on with the data’, he illustrates 

how theoretical sensitivity in different domains of conducted research is required to be able to 

combine various methods and methodologies for studying datafied societies. 

In contrast to this line of thought, Pasmann and Boersma (2017) question whether all the 

‘black boxes’ of knowledge production such as computational, algorithmic techniques of data 

analysis, need to be opened for the researchers in order for them to understand their results. 

Following the arguments form so-called laboratory studies in science and technology studies, they 

argue that such black boxes can be made transparent in different ways: 

“if here transparency may mean to embody the functioning and dysfunction of a certain 

artefact: if we cannot ‘know’ (in an explicit sense) what algorithms do and which inaccuracies 

they have, can we at least embody them to such a degree that we know when to rely on their 

results and when to become distrustful? This would mean that they become transparent, not 

insofar as ‘one sees what is happening’, but rather in such a way that they withdraw in 

practice” (p.142). 

As mentioned in the above sections of this chapter, however, discussing knowability of algorithmic 

outputs requires detail about kinds of algorithms in question: the impossibility to know is indeed 
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true for some of the complex ML-based algorithms, while other, rule-based algorithmic techniques 

can be comprehended more easily. For Pasmann and Boersma (2017), by using digital tools, 

researchers and users can 1) know what is unknown and therefore reflect on it respectively, and 2) 

know what is known without directly understanding the underpinning mechanisms. Kjær et al. 

(2021) make a similar argument, discussing on the example of Twitter analysis the uncertainty and 

partiality of social media research: 

“[a]bsences and silences in datasets thus point to the impossibility of the God’s eye 

perspective of the traditional scholar—that is, the impossibility of the researcher as a neutral 

all-knowing eye. Absent data also draw attention to the ways in which digital social media 

research is always-already partial and shaped by the situated perspectives of the materiality of 

research tools and practices” (p.17). 

Another challenge of digital and computational methods for studying datafication 

processes regards the kinds of knowledges these methods help to produce. For example, Tufekci 

(2014b) describes how computational politics research applies computational tools to “large 

datasets derived from online and off–line data sources for conducting outreach, persuasion and 

mobilization in the service of electing, furthering or opposing a candidate, a policy or legislation” 

(p. 4). As the quote suggests, applying computational methods to the studies of datafication—in the 

above example including online experiments—is possible due to the ‘data deluge’ and the 

availability of new kinds of digitally accessible data such as digital traces and metadata about human 

(political) behaviour. Acker and Donovan (2019) elaborate on this as manipulation tactics “that 

leverage platform features, spread disinformation by mimicking human behavior, and create swaths 

of networked digital traces” (p. 1598). Others, for example activist and feminist researchers point 

out more generative, positive examples of data analysis that benefit various communities (e.g. 

Cinnamon, 2020; Currie et al., 2019; D’Ignazio & Klein, 2020; Milan & Velden, 2016). So, Milan 

and van der Velden (2016) discuss the emergence of new epistemic cultures among civic actors that 

lead to an increasing use of data to the ends of the civil society. At the same time, both for 

practitioners and academics, issues of accessibility of data for research (e.g. APIs for scraping social 

media data), availability of material and financial recourses (e.g. computational power to run 

automated data analyses) become ever more important (e.g. Bruns & Burgess, 2016; Puschmann & 

Burgess, 2014). 

Overall, in this section of my thesis I discussed methodological perspectives on studying 

datafication processes, outlining a variety of digital, digitalised, computational, and algorithmic 

approaches and techniques. More specifically, I outlined critical data studies as an emerging body of 

interdisciplinary work that brings together not only research on datafication processes in different 

societal domains, but also various conceptual, critical approaches to studying datafied societies. By 

focusing on the notion of critique in ‘critical data studies’, I elaborated on the practices of academic 

knowledge production in times of datafication, the ways in that such a critical episteme allows to 

attend to the relations between data, society, and knowledge. Expanding on various growing 

methodological traditions such as digital methods, digital sociology, computational social sciences, I 

recounted major methodological benefits and pitfalls of studying datafication processes. Bringing 

together methodological and epistemological aspects of datafication scholarship, I argue that 

attending to these in tandem allows to further our understanding of the relationship between data, 

society, and knowledge that lie in the core of both critical data studies and other research fields 

such as digital sociology. The heterogenous picture of methodologies of studying datafication 

processes presented in this chapter serves two purposes. First, being critical to some of the 

mentioned lines of research, I elaborated on the ways in which these epistemological and 

methodological approaches to datafied societies expanded our understanding of datafication 

processes and fleshed out limits of knowing digitally, through digital data. Second, following the 

quote by Macgilchrist (2021), I aimed to showcase the heterogenous kinds of academic knowledges 

about datafication processes which different kinds of methods help produce. 
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“By analysing heterogeneity, however, we might avoid the seductions of abstractions about 

the digital and find new ways of noticing and weaving together the terrible, the terrifying, the 

strange and the wonderful […]” (Macgilchrist, 2021, p. 665). 

 

2.5 Construction of a field of data studies 

In the previous sections I reviewed the existing concepts of datafication and methods either 

emerging from datafication of scholarly work and/or used to study datafied society. This overview 

is an empirical account of academic work in critical data studies. The place of critical data studies 

in academic landscape, however, is yet being determined within the manifold of other, fast 

developing concepts and fields discussed in this chapter so far. This section 2.4, therefore, aims to 

provide an overview of this body of work from the perspective of a construction of a field of 

(critical) data studies. 

It would not be an exaggeration to suggest that each academic field goes the period of 

negotiation of what constitutes it and how it changes over time. Communication and media studies 

can serve as an example of a field that regularly enters such negotiations, not at least because of the 

heterogeneity of theoretical, methodological, and epistemological approaches applied within media 

and communication research. I draw on this example of media and communication studies for a 

variety of reasons. For instance, it considers itself a rather interdisciplinary or at least segmented 

field including a variety of theoretical, methodological, epistemological, and thematic perspectives: 

e.g. journalism, political communication, media activism, health, and education (see (Waisbord, 

2019) for extended discussion). For example, in his analysis of communication scholarship in 1999, 

Craig argues that communication research cannot be described as a field due to the disciplinary 

fragmentation of theoretical and empirical bodies of work (p. 119). The suggested understanding of 

communication research as fragmented was discussed by Waisbord (2019) 30 years later as he 

proposes to view communication and media as a ‘post-discipline’. Further, communication and 

media studies still can be considered a relatively young academic field and its struggles of self-

definition are well-documented in multiple publications by the scholars from within (e.g. Craig, 

1999, 2018). Moreover, as I have shown in this chapter of my thesis, a significant part of research 

that can be addressed as data studies is closely related to media studies and communication research 

(e.g. due to the institutional affiliations of the authors, the questions posed about digital data and 

datafication processes, as well as some of the seminal literature on digital data). Existing discussions 

on segmentation and various epistemological traditions of thought continuing within the field(s) of 

media studies and communication research, might also provide helpful insights for the broader 

discussion on the construction of a field of data studies. In this section, however, I only briefly 

touch upon this topic, as I pursue my methodological interest in exploring how conceptualisations 

of datafication in this emerging field are produced. 

According to Waisbord (2019) and Craig (1999), an academic field can be understood as 

such when “a common awareness of certain complementarities and tensions” (Craig, 1999, p. 124) 

is built, meaning that a ‘critical mass’ of research has been accumulated that is produced, discussed, 

and disseminated through specific journals and associations. Lindell (2020) recounts some core 

aspects of an academic field by drawing on Bourdieu’s (e.g. 1975) view on sociology of science. 

First, the author points to the recognition of political struggles within a field; second, “the common 

pursuit of understanding and explaining media and communication” (Lindell, 2020, p. 112). 

Referring to Fligstein and McAdam (2012), Lindell (2020) defines an academic field in a following 

way. 

“Fields tend to come into existence via 1) state facilitation, 2) the mobilisation of social 

actors with a common goal, 3) settlement of the field’s order by key social actors, and 4) 

internal governance units securing the reproduction of the field” (p. 112). 
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Other scholars concerned with the questions of the construction of a field also point to the 

relevance of coherence of underlying paradigms—“a set of puzzles and a corresponding set of 

agreed upon methodologies for trying to solve these puzzles” (Jensen & Neumann, 2013, p. 231). 

As established in the previous sections of this chapter, the most important puzzle that data studies 

aim to solve is the relation between data, society, and knowledge that is enacted in datafication 

processes and the role of concepts such as power, agency, and subjectivity in these relations. The 

underlying and widely accepted principles of data relationality, recursivity, rejection of neutrality of 

technology and data, as well as processual understanding of datafication have been established in 

the early work on data studies developed at the time when Mayer-Schönberger and Cukier (2013) 

broadly introduced the concept of datafication. These seminal conceptual works, for example by 

boyd and Crawford (2012), Kitchin (2014c), Iliadis & Russo (2016), Kennedy and Bates (2017), and 

others advanced conceptual and critical understanding of digital data and datafication processes. 

More recently, empirical research on datafication has been published increasingly. As 

Flensburg and Lomborg (2021) discuss in their recent systematic review of datafication research, 

among the central topics within data studies conceptual work on datafication is still dominant 

(p.11). In regard to methodologies applied in data studies and other related fields, in the previous 

section I outlined the heterogeneity of epistemologies, approaches, and techniques used to explore 

and explain datafied societies. As Flensburg and Lomborg (2021) point out, datafication research, 

however, is predominantly conducted by qualitative scholars from the broad domain of social 

sciences (p. 8 & p. 12). Only a small part of contributions the authors reviewed has been found to 

apply digital or ‘data-driven’ methods (p. 12). Additionally, according to Flensburg & Lomborg 

(2021) much literature about datafication addresses users and the social implications of datafication 

or technological aspects of datafication processes, while the latter strain of empirical research is 

rather scarce in relation to empirical studies of the social implications of datafication (ibid.). 

Surprisingly, according to Flensburg and Lomborg (2021),  

“[d]atafication literature seldom reflects critically on the use of the concept and how it relates 

to the chosen objects of analysis, methods, and empirical source materials. If we are to stick 

with datafication as a useful conceptual lens onto contemporary data developments and uses 

in society, our analysis raises questions for the ability of research to cumulate systematically 

to the mutual enrichment of the fields that have stakes in the topic of datafication.” (p.14). 

These findings suggest that while there is methodological consistency in the emerging field of data 

studies, more empirical work and methodological heterogeneity are required in order to advance 

our understanding of datafication processes and what ‘datafication’ as a concept might mean 

empirically for different actors. The above quote also illustrates how datafication scholarship, while 

attending to media, technologies, and data, does not follow a media- or techno-centric approach. 

Rather, a socio-technical view on datafication processes aims to close or at least narrow the gap in 

the binary between the technological and the social and develop research agendas directed towards 

a more complex picture where humans and other actors co-exist and co-construct with one another 

what we call ‘society’ that is in situ datafied. 

Further following the list of elements that help the construction of a research field, 

academic associations, conferences, and journals as spaces for research collaborations and 

dissemination need to be discussed. There are multiple academic associations and their core 

conferences for social science research that harbour datafication scholarship such as Association of 

Internet Researchers (AoIR, https://aoir.org/), or Fairness, Accountability, and Transparency in 

Machine Learning (FATML, https://www.fatml.org/); their focus is, however, either broader than 

that of data studies or narrower. Besides FATML a number of networks around critical algorithm 

and AI research have been established in recent years such as the AI now institute 

(https://ainowinstitute.org/), DAIR (https://www.dair-institute.org/) and other. Among the 

conferences specifically dedicated to some of the core questions of data studies are the Data Power 

conference (http://datapowerconference.org/), the Data Justice conference organised by Data 

https://aoir.org/
https://www.fatml.org/
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Justice Lab at the University of Cardiff (https://datajusticelab.org/data-justice-conference/) and 

the “Agency in a datafied society: Communication between and across humans, platforms and 

machines” (https://www.uni-bremen.de/zemki/veranstaltungen/tagungen/agency-in-a-datafied-

society-communication-between-and-across-humans-platforms-and-machines) conference held 

2021 at the University of Bremen. Further work also emerges at the intersection of social sciences, 

humanities, and computer science, human-computer interaction, notably published at such 

conferences as ACM Conference on Human Factors in Computing Systems (ACM CHI, 

https://sigchi.org/conferences/conference-history/chi/) and ACM Conference on Computer 

Supported Cooperative Work (CSCW, https://dl.acm.org/conference/cscw). In addition to the 

spaces for research collaboration and dissemination, to develop a ‘critical mass of research’, enough 

scholars must have expertise in the emerging field, also meaning that appropriate university 

programs, research positions and institutions are established (Waisbord, 2019). At the time of 

writing, some academic positions, including professorships have been advertised that included 

‘critical data studies’, alongside with, for example, digital methods and studies of digital society, in 

the scope of topics such new professorships should cover. This indicates the growing importance 

of data studies as both a research topic and a field. In regard to university programmes, (critical) 

data studies are not yet as established as, for example, digital sociology (although some refer to 

digital sociology as a ‘field in formation’, s. Gregory et al., 2016, p. xx) or computational social 

science as students willing to study the latter can do so both at undergraduate and post-graduate 

(e.g. master’s) levels in many universities, at least in Europe and North America. 

Finally, negotiations about what constitutes quality and rigor in the emerging field of 

research take place in which the possibilities, limits, and perils of scholarly work in an emerging 

research field are elaborated. In that sense, ontological and epistemological debates about 

disciplinary boundaries and expertise connect to the methodological discussions of objectivity and 

rigor—ontological politics (Mol, 2002). Sismondo (2010) further discusses how scientific credibility 

is supported by standardisation of research procedures which, in turn, promise higher stakes in 

application for funding (p.138). He portrays the historical development of academic credibility from 

the ‘absolute’ objectivity to expertise and the ways that expertise can be gained (p. 139). Knorr-

Cetina (2002) discusses that research practices need to be understood from a constructivist 

perspective, they are informal, political, embodied, rely to some extent on tacit–-implicit–-besides 

the explicit knowledge. Building upon such social constructivist arguments about scientific 

knowledge, Haraway (1988) connects the discussion of academic objectivity (as opposed to rigor) 

with the discourses of power and the question of who holds that power in academic fields (p. 577). 

However, as Haraway (1988) states, obscuring objectivity to power does not help to produce 

knowledge about the social world: “[b]ut we could see some enforceable, reliable accounts of things 

not reducible to power moves and agonistic, high-status games of rhetoric or scientistic, positivist 

arrogance” (p. 580). Instead, it rather perpetuates the dominant view on the world. According to 

Haraway, a way to produce objective (and also rigorous) accounts not reduced to academic and 

disciplinary power relations is to engage in production of embodied, situated, and partial 

knowledges. Situated knowledges should offer a “partial perspective” (p.583) that helps to 

reconstruct “how to attach the objective to our theoretical and political scanners in order to name 

where we are and are not” (Haraway, 1988, p. 582). In contrast to tacit knowledge mentioned in the 

beginning of this section, situated knowledge does not refer to the ways in which people, including 

researchers, apply their knowledge or the extent to which they can articulate it; rather, situated 

knowledges put forward practices of reflection about what is known and why, what is othered in 

this knowledge, and how this knowledge is related to the social reality of the knower. Recounting 

which social, technological, material, and emotional issues comprise what we understand as 

academic knowledge and taking stand to it, positioning oneself to it, means to produce situated 

knowledges. Haraway points out that in order to produce situated knowledges, we need to turn our 

attention and explicate the ways in that our bodies, methods, devices, as well as theoretical concepts 

https://datajusticelab.org/data-justice-conference/
https://www.uni-bremen.de/zemki/veranstaltungen/tagungen/agency-in-a-datafied-society-communication-between-and-across-humans-platforms-and-machines
https://www.uni-bremen.de/zemki/veranstaltungen/tagungen/agency-in-a-datafied-society-communication-between-and-across-humans-platforms-and-machines
https://sigchi.org/conferences/conference-history/chi/
https://dl.acm.org/conference/cscw
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that we use for academic inquiry, produce a partial view about the studied phenomena. As I briefly 

discussed in this section of my thesis attending to some works from the sociology of scientific 

knowledge, these various aspects are inherent elements of practices of academic knowledge 

production. In my methodological and conceptual inquiry into research on datafication, I explore 

empirically, how studying these aspects of datafication scholarship allows a better understanding of 

mutually co-producing relations between research methodologies and empirical conceptualisations 

of datafication processes. 

 

2.6 Situating knowledges about data and datafication processes 

With the expansion of datafication to all societal domains, several challenges for production of 

situated knowledges emerge. First, research needs to deal with an apparent opacity of ‘mediating 

devices’ people, including academics, use to produce knowledge about datafied societies like 

surveillance systems or artificial intelligence-linked systems (Haraway, 1988, p. 581). When 

attending to datafication processes empirically, however, reflecting on the role of digital devices in 

the academic knowledge production and situating concepts about datafication in empirical realities 

may become a more complex task. In the previous section I introduced the main challenges of 

academic knowledge production in times of datafication. Issues such as theoretical underpinnings 

of the automated, computational research techniques, repurposing of digital data gathered by 

commercial actors for research, biases in the data-driven methodologies, and ethical challenges to 

the use of unconsciously left digital traces are among the central ones. Furthermore, multiple 

scholars have attended to the question of what can be known or unknown in research based on 

computational, digital, and data-driven methods, particularly when the scholars themselves have 

little resources changing algorithmic techniques, for example when using specific research tools or 

relying on APIs provided by commercial companies for data scraping. Second, Haraway (1988, p. 

584) warns against knowledge production solely from ‘subjugated’ positions, arguing instead for 

embracing the multiplicities of the positionings that scholars can produce (p. 586). Third, Haraway 

(1988, p. 593) interrogates the notion of agency in relation to the practices of knowledge 

production. For Haraway, an object of study about which situated, partial knowledge is produced, is 

not necessarily a passive, inactive object. Instead, she argues for recognising agency. 

“The point is paradigmatically clear in critical approaches to the social and human sciences, 

where the agency of people studied itself transforms the entire project of producing social 

theory. Indeed, coming to terms with the agency of the “objects” studied is the only way to 

avoid gross error and false knowledge of many kinds in these sciences. But the same point 

must apply to the other knowledge projects […]” (p. 592). 

In datafication scholarship, agency is among the central analytical concepts under investigation. The 

questions about who can exercise agency, the extent to which agency can be attributed to non-

human actors such as technologies broadly and data or algorithms more specifically, the extent to 

which users of such technologies have leeway for their agency or are at the mercy of technological 

agents and technology providers, and how to hold tech industry to account for their activities are 

among the most pressing issues that datafication scholars explore in their research. The latest calls 

for more empirical data studies of the everyday practices and for recognising ‘users’ as knowing and 

agentic, resonate with this final aspect of situated knowledge production. 

Such critical questions and attention of critical data studies to the relations of power 

enacted through and within datafication processes puts forth the notion of ‘critique’. While critique 

as a theoretical and epistemological foundation is in the core of critical data studies, some scholars 

propose to address this body of work as data studies (e.g. Kennedy & Bates, 2017), without 

mentioning ‘critical’. In his seminal text about scholarly critique, Latour (2004) “bring[s] the sword 

of criticism to criticism itself” (p.227) by outlining two common critical scholarly positions, briefly 

described as debunking beliefs as projections and making attributions to practices (p. 237-238). 
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Latour’s answer to his title question on why critique has run out of steam is that both these strains 

of critical thought are not only always giving correct interpretation in relation to the positions of the 

critics themselves, but also disempower both the beliefs and the attributions. For Latour, such 

critique is a matter of fact analysis that gets further and not closer to the realities it aims to discuss. 

Rather, critique should be an inquiry directed to the matters of concern—arenas for gathering the 

multitude of elements required for the reality to be enacted. 

“The critic is not the one who lifts the rugs from under the feet of the naïve believers, but 

the one who offers the participants arenas in which to gather. The critic is not the one who 

alternates haphazardly between antifetishism and positivism like the drunk iconoclast drawn 

by Goya, but the one for whom, if something is constructed, then it means it is fragile and 

thus in great need of care and caution” (Latour, 2004, p. 246). 

Thus, Latour argues for more positive, generative critique that produces “more ideas than we have 

received” (p. 248). While research talking about its objects of inquiry in a matter-of-factual way 

detaches this object of inquiry from its and researchers’ social realities, matters of concern shed light 

on the intertwined relations between research, its objects, and other societal domains. Matters of 

concern, thus, are bound to highlight researchers’ own positionings in their research field and in the 

society. Scholars working in feminist traditions of thought forwarded this argument further, arguing 

that matters of concern, as well, are still detached from actual empirical phenomena, and introduced 

the notion of “matters of care” (Puig de la Bellacasa, 2011, 2017). It expands on the feminist 

concept and ethics of care, that has been applied across various research disciplines and fields—

from gender studies to political science and health—in order to underscore affective, material, 

normative, and ethical dimensions of social relations (e.g. Lindén & Lydahl, 2021; Mol, 2008; 

Tronto, 1993). The notion of matters of care proposed by Puig de la Bellacasa (2017) draws 

attention to the emotional, embodied, intersectional, and ethical aspects, also required to enact 

realities and situate these beyond facts and concerns. That resonates with the critique of critical data 

and algorithm studies offered through the concepts of data justice or data colonialism discussed in 

the previous sections, such as an overemphasised attention to the technical, the methodical, and the 

Western. Finally, some of the scholars advancing the emerging field of critical data studies such as 

Kennedy and Bates (2017) also leave out the notion of ‘critique’ in the description of the research 

process to its content. In line with and caring about these arguments, in the following chapters I 

continue my inquiry into the development of data studies as an academic field. 

In sum, within data studies their role as a field of research and their position in relation to 

other fields are currently being negotiated in conceptual and empirical literature. Alongside with the 

pressing empirical questions on the relations between data, technology, subjects, and society and 

the implications for our understandings of power, agency, and subjectivity, data studies negotiate 

how academic and practical knowledge can be produced and in what ways data studies shape, 

complicate, and trouble such knowledge production. While there is a breadth of conceptual 

approaches to datafication, recent literature reviews (e.g. Flensburg & Lomborg, 2021) show that 

more empirical research on datafication is needed that would continue the negotiations about more 

situated, partial perspectives on datafication. With my thesis I aim to further the discussion on data 

studies as an emerging research field and, following the research agenda for empirical datafication 

scholarship set by Flensburg and Lomborg (2021) explore empirical datafication scholarship in 

more detail. I also expand on the argument that datafication scholarship requires more 

methodological reflection and, in my empirical study, examine methodologies applied to study 

datafication processes in order to develop a vocabulary and a heuristic for data studies that is 

grounded in its inherently critical, relational view on data and datafication. 
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3 Research methods as 

objects of inquiry 
Susan Leigh Star has famously asked in her book about knowledge production in science and 

technology studies, “[c]ui bono? Who is doing the dishes? Where is the garbage going? What is the 

material basis for practice? Who owns the means of knowledge production?” (Star, 1995, p. 3). In 

this chapter, I address the role of methodologies in knowledge production, and how research 

methodologies themselves have been addressed conceptually. By turning to these questions, I aim 

to explore, what are and ‘who owns the means of knowledge production’ in empirical datafication 

research. An increasing number of scholars propose new methodologies including creative, 

inventive, and artistic methods among others. These should add to the traditional research designs, 

struggling to grasp the processual character and fluidity of datafication processes (Kitchin, 2014c; 

Law, 2004, p. 4). Usually, empirical studies outnumber theoretical articles in some of the most 

renown journals in communication and media sciences (Waisbord, 2019) and present a plenitude of 

methods and methodologies practiced and enacted in various empirical fields. Specifically to 

datafication scholarship, conceptual contributions prevail while empirical work is increasingly being 

published on the topic (Flensburg & Lomborg, 2021). At the same time, special issues’ and 

handbooks’ authors and editors reframe a method from a mere ‘tool’ to conduct research to the 

object of inquiry, for example addressing the role of methods in research in general, and in research 

on datafication in particular, or by discussing new, ‘innovative’ methods and how they change 

research practices (e.g. Hand & Hillyard, 2014; Kara, 2020; Koro-Ljungberg & Mazzei, 2012; 

Kubitschko & Kaun, 2016; Lomborg, Dencik, et al., 2020; Lury, 2020; Lury & Wakeford, 2012; 

Marres, 2017; Snee et al., 2016). 

The growing number of authors engaging with research methods in the light of datafication 

only manifest the rising relevance of methodological issues within various research communities. 

The development of digital methods and datafied research facilitated an academic debate around 

the questions of what these new methods do and how their doings—methodological practices—are 

changing research processes. So, method is not only a technique for conducting empirical studies, 

but also an object of inquiry in itself, as it requires critical interrogation and conceptualisation. To 

understand current academic discourse on research methods as an object of scientific inquiry, I first 

elaborate on the evolution of research methods. A view from the historical perspective sheds light 

on methodological and related epistemological, ontological concepts, underlying each method and 

helps to contextualise current discussion on the methods according to their philosophical 

background. Specifically, I pinpoint the changes driven by the growing interdisciplinarity of 

research, the developments of the new materialist and relational ontologies as milestones in the 

ongoing discussion on the role of methods in studying datafication. 

One example for the development of these ideas is a methodological debate called “the 

social life of method” (Law et al., 2011; Ruppert et al., 2013; Savage, 2013). In this chapter, I 

attempt to connect various methodological approaches to studying datafication and data to the 

challenges identified through the social life of methods debate. Finally, I attend to the critique of 

the social life of methods and introduce parallel methodological developments, focused primarily 

on different ways of engagement with research practices at different empirical sites. With my 

analytical focus on methods as objects of inquiry, I use these critical discussions to identify 

categories suitable for an operationalisation of research method as an analytical concept.  
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Defining method through multiple categories suggests that we cannot treat it as a single 

“thing” or practice. Therefore, I apply a theoretical approach of methods assemblage (Law, 2004; 

Mol, 2002) to interrogate how the entanglements of research method are brought together and (re-

)negotiated in research practices and products, i.e. published articles. A methods assemblage is 

constituted both as a part and as a consequence of the research process through the interactions 

between human researchers, their methodological tools and artifacts, and human or non-human 

research objects. A methods assemblage helps a researcher to find what they are looking for within 

their specific objects of study, operating within specific philosophical frameworks. The methods 

assemblage, therefore, underscores the performative character of methods. The concept of 

methods’ performativity (Barad, 2007; Law, 2004; Mol, 2002) denies the dualism of the researcher 

and the researched. This understanding of performativity is central to the notion of a methods 

assemblage (Law, 2004). While academic rigor and ‘objectivity’ of scientific knowledge are in the 

foreground of the performativity concept, it further emphasises the situatedness of that knowledge. 

As various research and methodological practices are in the core of what we conceive as methods 

and, respectively, methods assemblages, I finally discuss the work and decision-making of 

datafication scholars in their empirical research. The aim of this chapter is to review related 

literature in which research methods are treated as objects of inquiry themselves and introduce the 

notion of methods assemblages as a concept for addressing practical, situated, and reflective work 

required for datafication research. 

 

3.1 On methodologies, epistemologies, and ontologies in academic knowledge 

production 

There are long-standing traditions of thought concerned with academic knowledge production, 

addressing how academic knowledge is developing over long periods of time, how changes in the 

knowledge production come to be (Kuhn, 2020 [1976]), and what particular research and epistemic 

practices allow production of such knowledge (Knorr-Cetina, 2002; Latour & Woolgar, 1986). This 

body of work is also addressed as sociology of scientific knowledge. In its core is the idea of social 

construction or shaping of knowledge production, and mechanisms of uncertainty and closure 

relevant for understanding how development of that knowledge is carried out (Pinch, 2015). Kuhn 

(2020 [1976]) argued that scientific knowledge is not accumulated, but rather changes following 

scientific revolutions. These revolutions bring about a shift in paradigms—the central conceptions 

agreed upon in an academic discipline, including theoretical and methodological rules. Others, like 

Fleck, introduced similar ideas earlier than Kuhn, e.g. discussing ‘thought collectives’ (Fleck, 2019 

[1935]), or provided critique of Kuhn’s work (e.g. see Bourdieu, 1975, p. 22 for a comment on 

‘idealist philosophy’). While Kuhn’s definition of a paradigm remains debatable and, as Kuhn 

himself noted, draws on the history of natural, experimental sciences (Kuhn, 2020 [1976], p. 171), it 

was one of the starting points for further discussions about the ways in which scientific knowledge 

is produced and what does is mean for science. Some of the scholars, like Pickering (2012), 

however, discuss how these arguments can also be applied to other disciplines than natural sciences 

such as early AI research. In data studies, Kitchin (2014b) drawing on Kuhn’s work suggests that 

there is a “possibility of a new research paradigm across multiple disciplines” (p. 3) being under 

way, as digital data become pervasive in practices of knowledge production. Despite Kuhn’s ideas 

being widely debated, as Sismondo (2012) puts it in the special section of the Social Studies of 

Science Journal celebrating 50 years of Kuhn’s seminal book, “Kuhn challenged dominant popular 

and philosophical pictures of the history of science, rejecting formalist accounts in favour of 

attention to the cultures and activities of scientific research” (p.415). Broadly drawing on these 

arguments, other scholars such as Latour and Woolgar (1986), Knorr-Cetina (2002, 2016 [1984]), 

Pinch and Bijker (1984), Collins and Pinch (2012 [1998]), MacKenzie and Wajcman (1999) have 

discussed the role of science in the society, its relations to technology and technological 
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developments, and how sociality of technology is constructed, not at least, through science and vice 

versa. For example, according to Knorr-Cetina (2002), attending to academic cultures—which she 

addresses as epistemic—allows exploring the informal and the ‘cultural’ aspects of academia: power 

relations, practices of interpretive research work, embodied experiences and tacit knowledge of 

individual scholars, as well as collective practices and values through which these epistemic cultures 

are being negotiated. Describing academic collectives, Knorr-Cetina (2002) argues, we should focus 

on the epistemic practices and the ways in which research is being conducted, besides its 

disciplinary context (p. 12). Academic knowledge, then, becomes a product generated and available in 

certain settings (ibid., p. 17). Viewing knowledge production in this way raises questions about 

patterns such knowledge production follows, highlighting multiple social, political, and other 

aspects in the construction of scientific arguments and “facts” (Latour & Woolgar, 1986). This 

focus on science entangled in other societal processes, however, has also been criticised. For 

example Fuller (2012) argues that Kuhn and Latour neglect “the normative sensibility that lay 

behind the desire to keep science, in some sense, ‘autonomous’ from the rest of society” (p. 431). 

Turner (2012) contends that 

“[t]he hard work […] is to epistemologize the social, to understand the elements of belief 

and belief formation, which inevitably depend on our knowledge of others and of 

institutional routines […]. And this will force us to ask the politically uncomfortable 

questions we find so difficult, questions about when to believe experts, about whether and 

when the consensus formation processes of science can be relied on, and to face our 

prejudices with hard questions” (p. 479). 

The questions raised here, however, are not so different from the arguments criticised scholars of 

scientific knowledge production make and imply not at least what can be addressed as research 

politics: the roles of academic institutions, hierarchies and relations of power, normativities and 

expectations from certain scientific endeavours as well as their costs that altogether partake in the 

formation of consensus in science (also see Bourdieu, 1975 for discussions of the ‘stakes’ in the 

struggles in an academic field). In STS, practices of reflection on research processes have been 

addressed as helpful for making sense of these complex relations (see Ashmore, 2015). As Cohen 

and Galusky (2010) put it,  

“[t]o some degree this is a turn toward the self and personal reflection as a way to 

communicate research and illustrate embodied conflicts. Importantly, however, it is not a 

turn away from the world or a slipping into some inflated sense of self-importance” (p. 2-3). 

In my thesis, this practice of reflection on research process becomes one of the central sources of 

analysis: it is the scholars conducting empirical research on datafication, whose reflection on their 

own study design, methodological choices, and practices, is driving my analysis presented in the 

chapter 6 of my thesis. 

Similar to Kuhn’s book, many studies concerned with academic knowledge production 

refer to research in natural sciences and scientific laboratories (from physics to biology and 

medicine). One of the specific characteristics of such laboratories can be well captured by what 

Knorr-Cetina (2002, p. 48-49) calls a “dissecting room”. In a laboratory, research takes place in 

such a dissecting room, at least somewhat separated and detached from the (social) reality of the 

empirical phenomena under study. As the overview of empirical research on datafication, provided 

in chapter 2 of my thesis, has shown, in a somewhat similar manner—‘somewhat’ here being 

crucial—empirical research on datafication also seeks to find its dissecting rooms in graphical user 

interfaces, algorithmic code, PR and marketing materials of technology providers, or technology 

design and development documentation. It is, then somewhat similar to the dissecting rooms of 

experimental sciences even though the settings of these two kinds of dissecting rooms are different: 

in empirical datafication research they may not (always) be created through actual, physical walls 

and research machinery such as microscopes and Petri dishes, but rather these rooms are being 

created through the application of certain research methods and tools, taking certain elements of 
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datafication processes out of their social reality and putting them on the researchers’ desk (or their 

monitor, for that matter). My use of theories of practice (as described in chapter 4), thus, also draws 

back on these early studies of academic knowledge production which focused on specific research 

and epistemic practices/activities in scientific communities and laboratories. This practice-

theoretical perspective draws my empirical attention to methods assemblages. As I will show in this 

chapter, methods assemblages can be considered as practices of weaving together various elements 

of academic research (the researcher, the researched, the specific research procedures, all situated 

institutionally and materially). In this sense, by attending to methods assemblages analytically, I 

explore how researchers conducting empirical studies on datafication detach, but also how they 

enact new social realities in which these studied datafication processes are then being re-situated. 

With that, I also follow a call by Diaz-Bone and colleagues (2020) for the sociology of social 

research that is particularly attentive to the role of digital data in it. Before continuing this 

argument, however, I give a brief historical overview over research methods in social sciences. This 

overview is required to turn our attention back from the discussions of scientific knowledge 

production in natural sciences starting from 1970-80s to the developments in social sciences 

happening at the same time. It shows why my argument is not about ‘the method’, but rather about 

a complex assemblage of various elements held together through the research practices. Such an 

assemblage also includes the researcher, an object of inquiry and the field where research is 

conducted and is interwoven with respective epistemologies—approaches to define knowing, and 

ontologies—approaches to define being, applied by the researcher in a particular study, and 

methodologies—a strategy and a setting guiding researchers’ choices. In my thesis, I give preference 

to the term ‘methods assemblage’, as it underlines the tying together of many different, otherwise 

possibly disconnected elements for the purpose of academic research. Considering similarities 

between the terms ‘methods assemblage’ and ‘methodology’, when I need to use an adjective, I 

write ‘methodological’. 

I attend to the historical overview from the perspective of underlying philosophical 

assumptions in their relation to the methodologies and methods (see for detailed discussion e.g. 

Denzin & Lincoln, 2018). Various scholarly communities conducting research on digital data can be 

addressed within the frameworks ranging i.e. from (post-)positivist, according to which methods can 

capture the reality as it is; interpretive, according to which methods provide a way to understand the 

reality, to new materialist, according to which methods are actively reconfiguring research processes. 

While these and other (e.g. critical) understandings of methods currently exist, at least to some extent, 

in different research communities, they also reflect the historical evolution of methodological 

thought. The ‘scientific’ method, characteristic to positivism, strongly prevailed until 1980s. This 

understanding of method is backed through the idea that the goal of science is to unveil the facts 

about the world. For that, some analytical tools—methods—are required. Researchers are ‘objective’, 

‘impartial’ observers of the natural world. To make inquiries about that world means to search for a 

correct answer, while methods are not meddling with the world but allow to capture it ‘as it is’. 

Accordingly, ‘hard’ methods based on quantitative measurement and representativeness of the 

research results were flourishing. This worldview and the leading position of positivism have been 

contested in 1970-80s in advantage to the post-positivism, acknowledging some constructivist ideas 

about the role of people in general and researchers in particular in the making—construction—of 

what we refer to as the reality. That development leads to further flourishing of qualitative research, 

however the distinction between ‘hard’ quantitative and ‘soft’ qualitative methods, also known as 

‘methods wars’ (see for detailed discussion e.g. Denzin & Lincoln, 2018), is preserved (Onwuegbuzie 

& Leech, 2005). The quantitative research data is understood as objective representation of the reality, 

while the qualitative research and data it produces is seen as a ‘subjective’ and not representative of 

the world. These differences do not only refer to the diverging theoretical underpinnings, but also to 

the methods used to conduct quantitative and qualitative studies. Within the qualitative methods 

community, the position of an interpreting researcher consolidated. 
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An interpretation of an object of inquiry rather than discovery of single ‘truth’ about that 

object is in the core of interpretive research. In this period, methods’ development is mostly 

allocated within either qualitative (constructivist, interpretive) and quantitative (rather positivist) 

approaches and underlying paradigms. The ‘pragmatic’ approaches mixing these two slowly 

developed since the 1990s (Denzin & Lincoln, 2018, p. 5; Onwuegbuzie & Leech, 2005), and 

continue to play a central role in the current methodological discussions (e.g. Watson, 2020). The 

subsequent conflict between proponents of mixed research and the so-called methods ‘purists’ put 

the questions of ontology and methodology in the foreground, therefore further making methods 

to the object of inquiry. It means, not only particular techniques and procedures for data collection 

and analysis, but also the questions about what kinds of answers do different kinds of method help 

acquiring were in the foreground. These issues, however, also have a long history, not at least in the 

philosophy and sociology of science. For example, Feyerabend (2010 [1988]) in his seminal piece 

“Against Method” questioned whether and how ‘a’ methodology can provide any principals for ‘a’ 

scientific inquiry: he argued instead that in science, there is a multiplicity of inquiries each of which 

requires its own, specific, tailored methodological approach. Ian Hacking in the preface to the 

Fourth Edition of “Against Method” (2010 [1988]) reflects on the infamous argument “anything 

goes” formulated by Feyerabend: Hacking writes  

“we must emphasize that Feyerabend never meant for one minute that anything except the 

scientific method (whatever that is) ‘goes’. He meant that lots of ways of getting on, including 

the innumareble methods of the diverse sciences ‘go’” (p. xiii, original emphasis). 

Faced with the social reality, researchers develop exploration techniques focused on particular 

empirical aspects, and following particular goals (see for the critique of the “knowing capitalism” 

Burrows & Savage, 2014; for some examples of the political influence of methodological innovations 

Savage & Burrows, 2007). 

Some scholars argued, however, as the empirical social world changes, the methods of study 

also require change (Law, 2004; Marres, 2017; Rogers, 2009, 2019; Savage & Burrows, 2007), 

otherwise these methods run the risk of oversimplification or simply re-producing normativity (Koro-

Ljungberg & Mazzei, 2012). Especially with the ongoing digitisation and datafication, the discussions 

about the kinds of knowledges produced by different methods became more pressing. As described 

in the previous chapter, researching data and datafication challenges the representational and 

referential approaches to academic inquiry. Thus, most recent methodological developments are 

situated in nonrepresentational (Vannini, 2015), new materialist (Fox & Alldred, 2018; Moor & 

Uprichard, 2014; Nordstrom, 2015), postqualitative (St. Pierre, 2018, 2019), and posthuman (Barad, 

2007; Braidotti, 2019) approaches. Alongside with methodologies embedded in these varying 

concepts, there have been calls for antimethodologies (Nordstrom, 2018) or ‘against method’ 

(Manning, 2015). All these methodological developments are mainly situated in the former 

communities of rather qualitative scholarship. Parallel to the methodological history in the Western 

strain of thought, Indigenous traditions developed rather separately (see e.g. Rosiek et al., 2020 for 

critique and reasons to why Indigenous research still often lacks western scholarly attention). As 

Indigenous scholars notice, Indigenous ontologies have various similarities to the new materialist 

approaches, foregrounding non-human agency and performativity/reciprocity in the relations 

between both human and non-human actors (Rosiek et al., 2020). In contrast and in addition to the 

western new materialist approaches, Indigenous scholars provide pathways to overcome the multiple 

dualities of research and set out to produce different kinds of knowledges. For example, Indigenous 

studies illustrate a development beyond the point where the non-human agency per se is the core 

topic of inquiry. Rather, attention is turned to the particularities (the “how?”) of knowledge 

production in the complex assemblages, entanglements of humans and non-humans underscores the 

necessity to explore these questions as well (Rosiek et al., 2020). 

Having described the development of qualitative methods in social sciences, a peek into the 

emergence of current quantitative line of research is noteworthy. So, quantitative methodologies 
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evolved to the evidence-based approaches, currently often represented through computational 

methods for big data analysis based on identification of patterns. In contrast to the new 

empiricisms, partially denying the role of methods in the research process, the evidence-based 

quantitative research put methods and not theory or experience at its core. So, in his polarizing 

article, the former Wired editor Anderson (2008) proposed the dismissal of theory in favour of 

data-driven methods of knowledge production. Therefore, according to Denzin and Lincoln (2018, 

p. 5) the current methodological discourse can be described as follows. On the one hand, there is 

an opposition between evidence-based and integrated interpretive and new materialist lines of 

thought, as it is visible in the critique of ‘native’ digital methods, situated within critical data studies 

(Dalton et al., 2016; Dalton & Thatcher, 2014; Iliadis & Russo, 2016; Kitchin & Lauriault, 2014). 

On the other hand, there is an opposition within the qualitative studies, where the roles of scholars, 

methods and objects of inquiry are shifting between representational, constructivist and 

nonrepresentational, new materialist approaches. The latter situate the researchers, their tools, and 

objects of study within the empirical field and underscore the situatedness of the research 

(Piattoeva & Saari, 2020). Despite the ontological and theoretical differences within these reflexive, 

critical approaches, they share the common understanding of the reality and qualitative research in 

particular as messy, changing, and material processes. It is that strain of thought that I follow in my 

research, understanding methods as assemblages of people, non-human entities, and practices that 

tie these together for the purposes of academic inquiry. While the role of methods assemblages in 

contexts outside of academia is briefly reflected in the analytical chapters of my thesis, my primary 

focus is on methods assemblages for academic knowledge production. 

Ontologically and epistemologically, I situate my research in relational ontologies (Barad, 

2007) that position researcher and their practices of research and knowledge production within the 

empirical field and not outside of it. My goal in providing this short and, by far not exhaustive 

overview is, first, to provide a historical perspective on how and why research methods and 

methodologies have been explored as objects of inquiry. Second, I aimed to show the development 

of methods from a mere tool of ‘capturing the reality’ to a performative device intertwined with the 

research site in a complex assemblage. In the following, I attend in more detail to the so-called 

“social life of methods” (Law et al., 2011) debate to exemplify the ways in which methods co-

produce sociality. 

 

3.2 Research methods in academic practice and knowledge production 

One of the best ways to learn about research methods in academic practice and knowledge 

production is through methods handbooks and textbooks. The methods handbooks and textbooks 

usually address as their readers not only peer scholars but also students of different levels. In their 

examination of research methods, such handbooks, therefore, are primarily focused on the question 

of how to conduct certain studies in certain empirical situations (Boellstorff et al., 2012, p. 2; 

Hargittai, 2020, p. 1). Such handbooks and textbooks shape the role and place of research methods 

in academic practice and knowledge production as they build the background of methodological 

expertise for current and future social science scholars. While there is an abundance of books 

elaborating on various kinds of digital methods (e.g. Hargittai, 2020; Rogers, 2019; Salganik, 2017; 

Snee et al., 2016; van Atteveldt & Peng, 2018), or on techniques of data science, books specifically 

addressing methodological reflection and challenges of data studies, grounded in critical, relational 

approaches to datafied societies are only emerging (e.g. Kubitschko & Kaun, 2016; Lury, 2020). 

The common theme of multiple handbooks on research methods in the digital age and/or 

datafied society are the opportunities new, digital, computational research techniques open for 

social sciences, often in combination with other, well-established techniques (e.g. Hargittai, 2020; 

Salganik, 2017; Salmons, 2015; Snee et al., 2016). Although there are handbooks that provide 

examples of both qualitative and quantitative methods (e.g. Hargittai, 2020; Salganik, 2017), many 
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authors focus on one type of method like ethnography (e.g. Boellstorff et al., 2012), qualitative 

methods broadly defined (e.g. Hand & Hillyard, 2014; Salmons, 2015), digital methods (e.g. Rogers, 

2019; Snee et al., 2016), or computational methods (e.g. van Atteveldt & Peng, 2018). Others 

provide methodological guidance for scholars from particular empirical fields such as, for example, 

digital migration studies (Sandberg et al., 2022). In relation to research methods for studying 

datafied societies, several issues are discussed across the different kinds of methods textbooks: 

research ethics, implications of the application of certain methods such as unwanted visibility or 

surveillance (e.g. discussed in the introduction to Sandberg et al., 2022), acquisition of research 

participants (e.g. discussed in the introduction to Hargittai, 2020), or issues of access to data (e.g. 

discussed in the conclusion to Snee et al., 2016).  

The usual structure of a method textbook for studying digital/datafied societies, for 

example through online cultures (e.g. Salmons, 2015) or, broadly, Internet includes an overview 

over relevant methodological traditions, discussions about research ethics, and a list of techniques 

of data collection and analysis, finally complemented by advice on writing up and reporting results. 

In addition to practical advice about specific methods and techniques, methods handbooks also 

provide guidance, particularly for students and junior scholars, in developing research questions, 

identifying objects of study, and developing research designs for their projects. The issues of 

sampling, construction of questions and analytical instruments or categories become central while 

the empirical site discussed in the examples of methods’ application primarily serve as an 

illustration. Methods handbooks, alongside with academic journals focusing on research practices 

such as Qualitative Inquiry or Qualitative Research, become the spaces in which methodological 

reflection takes place, often separated from other theoretical and conceptual discussions. This 

allows the authors to address methods as objects of inquiry through a number of reflective 

questions such as: what are particular methods, what quality criteria can be applied to them, how do 

I know that this method is appropriate tool for engaging with my research question. At the same 

time, such methodological reflections build a specific genre of text, foregrounding the role and 

performativity of research methodology (see e.g. introduction to Hargittai, 2020). Outside of the 

scope of methods handbooks, however, methodological sections in academic articles about 

datafication processes sometimes come too short, arguably in favour of more detailed reports on 

conceptual grounding or empirical results (Kennedy et al., 2020, p. 44). This is also backed by the 

attention to the issues of validity and reproducibility of methods also tied to “the audit contexts of 

work in contemporary academic cultures” (Garforth, 2012, p. 266).  

“What counts in the assessment of science is research understood exclusively as active doing. 

Modes of knowing that foreground embodied expertise and interaction with no 

object/ifiable outcome—outputs in the language of research assessment; knowledge claims 

or ‘‘facts’’ in the language of Latourian STS—are difficult to defend or even to articulate. 

They are literally invisible and discursively absent. The black-boxing of cognition in recent 

STS does not necessarily contribute to the audit logics of contemporary research cultures” 

(ibid., p. 280). 

While these issues are crucial for rigorous academic work, reflections on the notions of methods 

performativity, relations between research practice and care for the research participants and 

objects of inquiry are addressed rather rarely (see Lury, 2020 for extensive discussion of methods 

performativity; Sandberg et al., 2022 for discussion about caring for data in digital migration 

studies). 

Some scholars explicitly reflect on the interplay between research methods and ethics (e.g. 

Nind et al., 2013), research practices and the process of ‘becoming a researcher’ (e.g. Hultin, 2019) 

and other, invisible, processes within research (e.g. Garforth, 2012), and the role of research tools 

in academic ‘thinking’ and knowledge production (e.g. Konopásek, 2008; van Es et al., 2018, 2021). 

For example, Nind et al. (2013) discuss the relation between ethics, methodological innovation, and 

reflexivity, questioning whether methodological innovation is inherently ‘good’ in the beginning of 



56     RESEARCH METHODS AS 
OBJECTS OF INQUIRY 

 

their analysis, the authors highlight how methodological innovation has to keep up with and 

balance the promises of integrity, respect to the study participants, transparency, justice, 

empowerment, democratisation of research, and quality. While it is not the goal of my thesis to 

discuss the datafication of academic research practices and knowledge production, the brief 

discussion presented here aims to illustrate the intertwined relations between research methods, the 

researcher, the studied empirical processes and phenomena, and different kinds of knowledges. 

Attending to the methods handbooks and textbooks as foundational literature for building 

methodological expertise; I, first point to the need of further methodological reflection both on 

digital research and, specifically, on data studies if these are to become an established field of 

research. Second, I briefly discussed the ways in which research methods broadly, and for studying 

datafied societies specifically, are described and reflected on. This brief overview provides a 

springboard for further discussion about methods performativity (Barad, 2007; Law, 2004; Mol, 

2002), ontological politics and politics of method (Fourcade, 2007; Mol, 2002), and their relation to 

the kinds of knowledges about datafication processes produced in empirical research. 

 

3.3 Critical discourse on the social lives of methods assemblages 

The academic discourse on the social life of methods6 set out after a seminal paper by Mike Savage 

and Roger Burrows (2007) in which they described “the coming crisis of empirical sociology”. In 

that paper the authors argue that methods such as in-depth interview and survey are dated and will 

not stand to all the needs of digital sociology. Even though Savage and Burrows did not attribute 

the coming sociological crisis solely to the problems of (digital) methodology, but also to the use 

and ways of dissemination of research information (2007, p. 887), the debate following the paper 

focused primarily on research methods. The academic discourse was further facilitated by a 

research theme “The social life of methods”, co-convened by Evelyn Ruppert, John Law, and Mike 

Savage within the Centre for Research on Socio-Cultural Change (CRESC). The theme framed 

extensively a number of publications and editorials in the early 2010s. With the framework of the 

‘social life’, Law, Ruppert and Savage (2011) critically engage with the representationalist 

approaches to methods and introduce arguments for the methods’ sociality. Thus, the discussions 

of methodological innovation and methods attend not only to the ways of producing new kinds of 

insights with value of commensuration or conveying the ‘proper’ techniques for data collection, 

analysis, and presentation, but also as devices actively shaping empirical research processes and 

knowledge production. 

Scholars participating in the social life of methods discourse challenge representational 

view on methodologies. Law and colleagues (2011) argue, first, that research methods are a part of 

and configured by a social world, and therefore are of the social. Therefore, research methods do 

not solely represent the (social) world, but are actively configured by it, not at least during the 

research process. Second, methods also configure the social world and therefore are performing the 

social. So, Law et al. (2011) emphasise the recursive relationship between the “social” and 

“research” practices and reject the ambivalence between the culture and science, enacted through 

different methods. Being at the same time of the social and performative to the social results in a 

“double” social life of methods. In order to understand how this social life is shaping research 

practices and academic knowledge production, the authors invite us to think of what methods 

actually do. They conceive methods’ doings as “self-fulfilling assumptions about the character of 

the world” (Law et al., 2011, pp. 11–12) building upon the concept of methods’ performativity. 

Annemarie Mol (2002) beautifully addresses the concept of methods performativity, arguing that in 

 
6 While the term ‘methods assemblage’ is a central analytical concept for my thesis and is coherently used in 
the next chapters, in this section 3.3 I use the term ‘method’ following the argumentation and vocabulary of 
the literature reviewed here. In my reading of the academic literature on the double social life of methods, 
terms ‘method’ and ‘methods assemblage’ can be used interchangeably. 
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academic research, methods can be considered as mediators between an object of inquiry and the 

representations, knowledges about it researchers produce. 

“Methods are not a way of opening a window on the world, but a way of interfering with it. 

They act, they mediate between an object and its representations” (p. 155). 

According to Mol, the question of method is not what they are, but rather how do they interfere 

with the (empirical) world and how to think and to communicate their interference. Hereby 

research methods are not seen as particular techniques or tools of information retraction or 

analysis. Instead, methods act as researchers’ ontological and epistemological assumptions about 

the world, enacted in these techniques. In datafication scholarship, multiple authors are concerned 

with the challenges that empirical datafication research faces, particularly when applying digital, 

computational methods (e.g. Lindgren, 2020; Rieder & Röhle, 2017), for example in relation to 

what and how can be known when studying datafication processes and applying digital methods. 

While some authors argue for expanding academic competences of social scientists to the 

theoretical understanding of the concepts and techniques underlying computational methods (e.g. 

Lindgren, 2019, 2020), others propose to bear with the unknown and pay specific attention to what 

is othered, excluded, and invisible (e.g. Coleman et al., 2019; Lury, 2020; Piattoeva & Saari, 2020). 

Similarly to what Mol (2002) addresses as ontological politics, Law and colleagues (2011) also draw 

attention to the institutional context in that research is conducted and its relation to empirical 

practice of research, including methods. 

Taken together, these four elements of the method—the researchers, their practices, the 

realities, and the context altogether can be conceived as methods assemblage. These elements of 

methods assemblages make it especially difficult to create and enact new assemblages and new 

practices, despite the technological changes evoked by digitisation and later datafication. Thus, in 

the core of the double social life of methods lies an appeal to consider research methods together 

with existing realities and knowledges in order to create new ones. 

Following up these arguments, two special issues appear in 2013, which attend to methods 

as devices (Law & Ruppert, 2013; Savage, 2013). Law and Ruppert (2013) suggest an extensive 

metaphor of devices to illustrate the ways in which methods are set together and apart as 

assemblages. Devices are to be understood as heterogeneous arrangements set together through 

tinkering, which may include some elements and exclude others. Similarly, methods assemblages as 

performative devices include particular kinds of assumptions about the world, particular realities 

and knowledges, while setting others aside. According to Law and Ruppert (2013, pp. 232–233) 

only a part of these boundary-drawing processes is empirical, whereas the other part is in ‘us’ as 

researchers and our agendas. The latter notion particularly underscores the performative role of 

researchers. For the purposes of my argument, I note “researchers” as a category helpful to think with 

about the kinds of knowledges various research methods produce. Another crucial aspect noted by 

Law and Ruppert concerns the methods assemblages as boundary-making practices, demarcating 

the research object and defining what is part of the research process and what is not as the study 

goes on. While I attend to both concepts of methods’ performativity and methods assemblage in 

the following sections, these approaches help to grasp the pressing questions of methods’ role in 

the studies of the digital and the datafied. 

Following Savage’s (2013) reflections on why questions of method have become central to 

the academic debate, we turn our attention to the ways in which the social life of methods changes 

in the contexts of digitization and datafication. Savage frames it—fitting into the context of 

datafication—as  

“pick[ing] up from the recognition that standardized data today, especially that facilitated by 

digitalization, allows it to take on a lively form which exceeds the straitjacket imposed by 

positivist statistical procedures” (p. 6-7). 

The challenge in reflecting on the social life of digital methods is, then, in understanding 

the kinds of assumptions about the world made through methods operating with digital data. 
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Ruppert et al. (2013) provide an overview over some of these challenges comparing digital methods 

as devices to the 1980s STS studies in laboratories. In contrast to laboratories, 1) digital devices and 

related methods are spatially dispersed and not concentrated in one place; 2) social science methods 

are (more) deeply than laboratories involved in the configuration of social life and humans; 3) 

digital methods rely on the data produced for other purposes than research in multiple ways. These 

challenges are further developed by Burrows and Savage (2014) as they revise their initial 

publication on the coming crisis of the sociology. First, the authors sketch the change from 

prevailing studies on discursive accounts of practices (retracted specifically for research purposes) 

to the studies on traces of these practices (often generated for other purposes than research). 

Continued in datafication research and related fields, attention to the studies of data traces has been 

criticised, as multiple scholars point out other kinds of data than inter- and transactional (see e.g. 

Beer & Burrows, 2013; Zuboff, 2015). Second, Burrows and Savage (2014) refer to the 

redistribution of methods introduced by Marres (2012): a displacement of research techniques 

between academic researchers and private corporations, the researched, digital environments, 

platforms and other human and more-than-human actors. Third, Burrows and Savage (2014, p. 4) 

identify a “self-referential performativity” in which specific patterns are being reproduced by a 

specific and highly visible group of actors, while other actors remain invisible. That reminds us how 

data are social and performative of the social and, as Uprichard (2013) critically mentions, at the same 

time are often used and conceptualised in a positivist tradition of thought. Particularly data studies 

building on a critical, reflexive approach to research methodologies oppose this positivist 

application of methods. As Whittaker (2021) argues, however, even critical scholarship sometimes 

fails to avoid the big tech industry’s narratives and assumptions about the world and individuals 

inscribed in datasets and techniques that researchers repurpose. 

Furthermore, Burrows and Savage (2014) highlight the changes in temporal structure of 

digital research. Applying digital methods allows to process and analyse big(ger) amounts of 

research data in shorter time than it was possible before, producing ‘immediate’ results and data 

visualisations, arguably ready to present to the publics. To illustrate the challenge, the authors 

provide a rather negative example of preliminary research results ‘meddling’ with the still ongoing 

survey (Burrows & Savage, 2014, p. 4). However, that example implies that if presented at a 

‘correct’ point of time with the help of proper visualisations, digital methods are only to a small 

extent interfering with the empirical site in other ways, not at least due to their spatial distribution 

and distance to the researched site. That implication not only contradicts the challenge of methods 

redistribution, but also reifies the positivist understanding of data as detached from the empirical 

context. In datafication research, concepts like data and platform politics (e.g. Gillespie, 2010; 

Puschmann & Burgess, 2014) and affordances (e.g. Weltevrede & Borra, 2016) provide analytical 

frameworks to engage with the implications of the self-referentiality challenge. Data politics and 

affordances draw attention to data as being of the social. With the question ‘when are data’ 

Borgman (2015) similarly underscores the relation between digital data and the ways they are put to 

use both by practitioners and by researchers in their empirical work.  

Further research currently addressing the second challenge—self-representation and 

reification of biases in digital data and data analysis tools—focuses, among others, on the 

algorithmic bias and oppression (Benjamin, 2019; D’Ignazio & Klein, 2020; Eubanks, 2017; Noble, 

2018), decolonial data studies, data activism, especially in the Global South (e.g. Birhane, 2020; 

Milan & Treré, 2019), and data justice (Dencik et al., 2019). Specific to these academic fields is their 

common concern with political and societal implications of datafication processes and the role of 

researchers-activists in making inequalities and injustices visible and putting data to use for the 

communities. Scholars from these fields turn to a variety of methodological approaches, including 

qualitative and ethnographic research, action and participatory research or computational social 

science in order to unpack the ‘self-referential performativity’ of international corporations in the 

reproduction of particular social injustices through data. Activist and participatory research 
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approaches, setting out to intervene and purposefully configure the empirical field together with 

participants on site, become widely applied across various fields (see e.g. Couldry et al., 2015 for 

action research project on narrations; Jarke, 2021 on co-creation with older adults). Both action 

research and participatory research projects aim at giving a voice to the invisible, marginalised, and 

oppressed communities and actors and conducting research not about the people in an empirical 

field, but together with them (Costanza-Chock, 2020). Such research projects highlight in a 

productive way how engagement with methods assemblages for studying datafication processes 

unpacks biases in data and technology and makes the latter visible for the researchers and the 

related communities. 

Another challenge particularly distinct due to the digitisation and following it datafication is 

the redistribution of methods. While Burrows and Savage (2014) discuss that as an example of how 

social research is intertwined with media and technologies, with the same notion Marres (2012) 

shows a way to engage with practices within the research processes and not outside of these. In the 

latter sense, reflecting on methods assemblages opens spaces for examination of the background 

and evolution of a particular data collection or analysis technique and the market value of data 

produced through these. In the former sense, methods do not only build bridges to the socio-

technical elements of the researched empirical site, but also include their own material and 

embodied properties. We currently notice such engagement with the redistribution of research 

within the methods assemblage in the discourses on the materiality of research and methods, 

particularly articulated in the fields of inventive methods (Lury & Wakeford, 2012), walking 

methods (Jarke, 2019; van Es & de Lange, 2020), and methods attending to data movement such as 

data journeys (Bates et al., 2016; Medina Perea, 2021), and creative methods (Kara, 2020). Most 

recently, the socio-material aspects of traditionally computer science methods such as prototyping 

experienced a new wave of attention in the social sciences and humanities (Estalella, 2016; Lupton 

& Watson, 2020). However, the role of material artifacts and the materiality of prototypes have 

already been discussed, for example in the works of the anthropologist and STS scholar Lucy 

Suchman and others much earlier (Suchman et al., 2002). What all these approaches have in 

common is an understanding of methods as an assemblage distributed in space and time among 

multiple human actors, technological infrastructures, technology, and technology providers. I will return to these 

analytical categories in the concluding discussion of this section. 

A number of recent publications engage with multiple ways to acknowledge and employ 

the social life of methods in empirical examinations of datafication and data practices. So, 

elaborating on digital methods Kennedy et al. (2015) turn to action research in order to investigate 

how practitioners in the UK public sector engage with the social life of methods. Coleman et al. 

(2019) notice the opportunities of a practice-based (or practice-led or practice as research) 

approaches that provide ways to think and enact research methods in new ways. Lury and others 

(2020) also attend to methods as practices and “means to build interdisciplinarity” (p. 33) engaging 

researchers in the re-negotiation of the social (see Ruppert et al., 2013) and the empirical that is not 

distinct from the research process but tightly intertwined with it.  

From the methodological point of view, the latter argument illustrates how different 

elements of the research site, including digital (research) data, are performative of the kinds of 

knowledges produced through digital methods. Therefore, for my further analysis of methods and 

methodologies of datafication research, I borrow categories that are often not made explicit in 

written methodological elaborations, as Law and Ruppert (2013, p. 234) illustrate with their analysis 

of surveys. These categories include “the character of the social” and its elements: an ontological 

question of how researchers conceive society and what “society” includes, and the question of what, 

whom, whose voices and whose problems do the research methods and data represent as means for which 

(research) ends.  
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“Here, questions of formal method can be associated with ‘making explicit’ what might 

otherwise be implicit. However, it should not be thought that this process of making explicit 

somehow eradicates the implicit – it simply displaces it” (Savage, 2013, p. 17). 

Candea (2013) also examines the concept of fieldsite from the perspective of a performative 

methodological device and thus adds spaces and places to the analytical categories required to think 

about research methods and their role in academic knowledge production about datafication. 

Despite the understanding of methods performativity, negotiated in the social life of 

methods debate, it invokes an epistemological perspective in which knowledge can be a result of 

cognitive, communicative (discursive, textual) practices and leaves out other ways of sense-making. 

Thus, despite the critique on the representational methods, the (double) social lives of digital 

methods bracket out the richness of some non-representational knowledges. However, as Kennedy 

et al. (2015, p. 175) notice, “social scientists already understand the double social life of digital 

methods” while they develop new perspectives to reflect on and “live” with methods’ social lives in 

their empirical investigations. So, Back and Puwar (2012) created a manifesto for live methods, 

arguing for more tools of real-time investigation that should, among other aspects, attend to 

historical frames in creative ways and establish emotional relationships in the course of research. 

Creative and affective methods (Vannini, 2015) enact strong critique on the representationalist 

methodologies and produce empirically non-representational kinds of knowledges. As Coleman and 

colleagues (2019) put it together, non-representational methodologies enable us to understand that 

“meaning may not always be what is at stake in research as sensation, feeling, embodiment, 

interactivity and engagement may be generated, grasped, understood and intervened in” (n.p.). 

Further endeavours to engage with methods as an object of inquiry in social sciences 

include methodography (Greiffenhagen et al., 2011) and frameworks embedded in the concept of 

the third space and in-betweenness (e.g. Hurdley & Dicks, 2011). Especially in interdisciplinary 

research settings, Woodward (2015) argues methods and research artifacts are displaced from their 

traditional disciplinary boundaries and open up a third space, where methods are openly negotiated. 

Through the dialogue between the methods and explicit-making of the gaps which particular 

methods leave in the empirical examination, new spaces for methodological and object-specific 

investigation open up. The dialogue between methods (especially when these are embedded in 

different theoretical or disciplinary grounds) almost necessarily produces some “displacement, 

detachment and disorder” (Hurdley & Dicks, 2011, p. 289), but also “closeness, empathy and [] 

knowing” required to produce a situated view on the object of study instead of the gaze from 

nowhere (see also Haraway, 1988). Thus, the ‘messiness’ of (interdisciplinary, multi-theoretical) 

research practices pave the way to the renegotiation of the social research envisioned by the 

scholars who facilitated the discussion of the double social life of method. 

In sum, what follows from the critical discussions of the double social lives of methods 

assemblages in data studies are a number of research practices and analytical categories that 

foreground some of methodological challenges identified in the debate. As outlined in the section, 

these categories include:  

• the researchers with their embodied emotional relationships within the empirical site, their 

ontologies, epistemologies, and personal or institutional goals in the broader frame of 

institutional /disciplinary research politics;  

• the researched (persons and things) as well as their interests, problems, histories, and 

values;  

• times, spaces, and technological infrastructures invoked at the empirical site and in which 

the research is distributed; 

• research process, practices, and techniques used for academic knowledge production. 

While this list is not exhaustive, it provides an overview over the complexity and richness of what 

can be included in a methods assemblage empirically. In the following chapters presenting my 



RESEARCH METHODS AS 
OBJECTS OF INQUIRY     61 

 

 

empirical investigation, where research methods are the object of inquiry, I return to these 

categories as a means to define the methods assemblage. 

The social life of methods perspective teaches us that in order to engage with methods as 

an object of inquiry, two elements are crucial. The first one is an understanding of methods as a 

performative assemblage, highlighting the recursive relationships between methods, data, the 

multiple persons, realities, and knowledges entangled in a single academic intervention (Estalella, 

2016; Law, 2004). The second element emerging from the critical discourse on the social lives of 

methods is an acknowledgement of processual character of methods assemblages. Methods 

assemblages stretch in time and space beyond actual activities of data collection and analysis, and 

include practices sometimes conducted far beyond the point when a research project has started or 

the funding for it has been secured. Data studies are sensitive to the arguments put forward by the 

discussions about double social lives of methods as these arguments similarly apply to the 

understanding of data and datafication processes, as I have shown in the previous chapter. At the 

same time, while data studies are reflective about the relation of digital data, society, and knowledge, 

data studies still require further conceptual and empirical reflection on the place of methods 

assemblages in these relations. The aim of my thesis is to provide a heuristic for such a reflection. 

For that, in this section 3.3 I reviewed main arguments about the double social lives of methods 

assemblages with particular focus on data studies. In the next section, I elaborate in more detail on 

the concept of methods performativity and the role it plays for reflecting on methods assemblages 

in data studies. 

 

3.4 Performativity and methods assemblages 

Through the historical and critical overview presented in two previous sections, an understanding 

of methods as an assemblage crystalised, that includes a multitude of elements beyond the 

researchers, their techniques, and objects of study. The methods assemblage as a concept is 

grounded in the notion of ontological multiplicity, as developed by Mol (2002). As an organisational 

ethnographer in a hospital, Mol elaborates on ‘multiple bodies’ lived and enacted through lower 

body atherosclerosis by patients, doctors, and medical laboratories workers. In her ethnographic 

examination, Mol illustrates how each of these actors produce different realities of the disease. 

Respectively, atherosclerosis is a pain in the leg, a particular medical index, or a specific state of the 

blood vessels. The emphasis therein is on the ontological differences between the multiple 

‘diseases’, enacted at the same time by different assemblages and through different practices under 

the name of atherosclerosis. Mol’s main argument is that the reality is not described but rather 

enacted through specific practices in the field in multiple ways. Applying Mol’s framework of 

multiplicity to the methods assemblages for studying datafication suggests that each assemblage is 

composed of different layers, each of which provides a single narrative, translated, and rationalised 

according to the researchers positionings in the field and their research interests. In the relational 

understanding of methods, that translation work is crucial, as ontologically a methods assemblage is 

not a sum of distinctive elements including a clearly defined researcher, research situation, 

techniques, etc., but rather an enactment of practices that connect and relate the assemblage at any 

point in time. The empirical challenge, therefore, lies in the ways to disentangle these different 

layerings required to understand datafication and data practices. These layerings delineate between 

the elements of the assemblage that are “in-here” and “out-there” (similar to how Marres (2012) 

addresses methods redistribution within and outside research practices), between the research 

subject and object, the researcher and the researched. 

Law (2004) builds upon the notion of multiplicity developing a concept of a methods 

assemblage. According to Law, multiple realities draw a ‘messy’ picture for academic research, since 

seemingly one and the same research object may be changing its names and even shapes. 

Additionally, from the methodological point of view, research objects also “move about” in the 
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field (Law, 2004, p. 78) depending on the positions of scholars and their topics. For Law, the focus, 

thus, shifts from the multiple realities themselves to the question of how research practices partake 

in the production of these multiple realities. He addresses an answer to that question with a 

methods assemblage. Drawing parallels to Mol’s work, Law directs our attention to the 

contingencies of research as making some of the multiple realities of the field ‘present’, ‘absent’, or 

‘othered’. 

Coherent with the argument of multiplicity, in his book “After method. Mess in social 

science research” Law (2004) provides various conceptualisations of a methods assemblage. First, a 

methods assemblage moves beyond the representational view and is embedded in the relational 

ontologies, including processes and contexts as the core elements of the assemblage (p. 67), and 

therefore the assemblage cannot be fully definite. Having said that, it does not mean that an infinite 

methods assemblage cannot produce objective, accountable scientific results. On the contrary, 

disentangling the layerings of the assemblage, which situate that assemblage in the context and 

exploring the relations that enable to situate the assemblage, helps to produce objectivity in 

research. This view resonates strongly with the production of situated knowledges (Haraway, 1988), 

discussed in relation to data studies in the previous chapter. Second, a methods assemblage puts 

forward the relations between statements and matter (their material properties) that are required in 

order to hold the assemblage together and situate it in the broader context. Both these arguments 

foreground the practices enacting different layerings of the methods assemblage and drawing 

boundaries between these different layers depending on the context. Therefore, the final 

conceptualisation of the methods assemblage, suggested by Law (2004) reflects the boundary-

making practices and focuses on “the crafting and bundling of relations […] into three parts: (a) 

[…] present, (b) whatever is […] manifest in its absence; and (c) […] absent but […] other because, 

[…] it is not […] manifest” (p. 84). 

For Law, what is present can be any kind of process, object, or representation that is 

enacted “in-here”, that is explicitly included in the assemblage. The manifest absence can be 

described as the other side of the coin of presence: every time something is present, some other 

‘thing’ is absent, e.g. some context, other relations, or processes. Otherness can appear in forms 

such as routine, insignificance, repression, and all the varieties of ‘other’ that cannot be accounted 

for in practice or in science. Law (2004) gives an example of criteria used in the practices of alcohol 

consume treatment, addressing the availability of alcohol for purchase as an example of a not 

manifest otherness: something that is not part of the treatment criteria. A methods assemblage is, 

then, a way of setting and enacting boundaries between different forms of presence and absence. 

What methods do is define how these boundaries are set. Sometimes these boundaries can be hard 

and ‘steady’ as for example is the case for positivist methods, aiming to distinguish clearly objects of 

inquiry from other objects. Sometimes, however, methods help to grasp the complexity and fluidity 

of realities. As already noted in the previous chapters and sections, datafication increases the 

complexity of research practices. In the empirical research of datafication, both data and methods 

are performative and enact different assemblages that are difficult to disentangle. 

This understanding of methods assemblage is widely adopted in recent studies based on 

relational ontologies (Estalella, 2016) alongside with various similar concepts foregrounding the 

complex relations enacted in the research practices (e.g. methodological apparatus as in Barad, 

2007; or research-assemblage as in Fox & Alldred, 2018). Altogether, these notions lean on the 

concept of performativity of methods, challenging the representational methodological perspective. 

Barad (2003) argues that the scepticism towards representationalism developed only when the 

studies of science turned to the specific practices and dynamics of scientific labour, rather than they 

were concerned with knowledge production. Barad refers to ‘materialisation’/‘materialized 

refiguration’ by Butler and Haraway and to other scholars like Latour and Rouse who did not (only) 

use the term performativity but developed similar concepts. For Barad’s account of (posthumanist) 

performativity, it is crucial to understand how exactly discursive and material practices produce 
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matter and (de)stabilise the boundaries of given categories (Barad, 2003, p. 808). The author also 

gives an overview over the research domains where performativity is a continuous part of the 

discourse: theatre studies, performance studies, literary studies (p.807-8). Asking how discursive and 

material, bodily practices are connected, Barad concludes that the issues of power relations and 

their materiality are central. Challenging the idea that power is solely social, it is therefore required 

to ask about the material consequences of power. For Barad, it is also an argument for 

interdisciplinary work, because the power relations will go missed if we focus on tracing them 

within discipline boarders. 

Barad’s posthumanist account on performativity builds on the notion that social and power 

relations are connected materially. Her account advocates causal relationship between specific 

practices embodied in material configurations and their material relations (which Barad calls 

phenomena). Barad introduces that causal relationship as intra-action. Contrary to interaction, where 

pre-existing interacting entities are the starting point, intra-action determine the boundaries and 

give meaning to the parts of complex relations as they develop. To explain how boundaries in the 

intra-actions are drawn, Barad introduces the notion of an “agential cut”. Agential cuts draw the 

boundaries between the entities as they intra-act. Barad argues that applying the concept of 

performativity to research methods helps to reflect on the ways in which researchers make “cuts” 

through their empirical sites and data in order to make sense of them. Similar to the Cartesian cut, 

agential cuts enacted in intra-actions also determine the distinctions between subject and object, 

although not ontologically, but locally, within the relation. Through situating the agential cuts 

locally through the detailed accounts of practices that enacted these cuts, the objectivity of research 

is prevailed. Methodological objectivity for Barad “means being accountable for marks on bodies, that is, 

specific materializations in their differential mattering” (2007, p. 178, original emphasis), where bodies do 

not necessarily mean human fleshy bodies but various kinds of things, including the units of 

analysis and empirical sites. 

Barad (2003, pp. 815–816) explicates it with the methods used in physics to examine the 

diffraction of light: depending on the measurement test, light is either determined as a wave or as a 

particle, whereas light without a measuring or capturing apparatus is indeterminate. Here, only a 

combination of different methods assemblages determines what kind of results about the nature of 

light are acquired. In another example the person operating a quantum microscope and the 

microscope itself are entangled in a unique way that enables people to “touch” atoms, which is only 

possible in this particular assemblage (Barad, 2007). Without the microscope, the physicist is unable 

to observe atoms directly, and the microscope requires an operator; together they produce a 

methodological apparatus in that no distinction between the researcher and the device can be made 

as only together can they perform the empirical task. With an ironic motto “Not simply intervene, 

enact the between” Barad and other scholars (Hultin, 2019; Prinsloo, 2019; Springgay & Truman, 

2018; Taguchi, 2012) argue that in social sciences, similarly, the choice of methods and methods 

assemblages directly relates to kinds of knowledges they produce about the world.  

As researchers we interact with, produce, and change the data and datafication processes 

that are our object of inquiry. The concept of performativity helps us to think of and grasp the 

interactions and changes we make, although it does not provide us with a formula for the “delta” 

before and after interaction. Performativity teaches us, however, to perform agential cuts (Barad, 

2007) and draw borders between us as interested, knowing, and feeling observers with our 

observation tools (the methods assemblage) and the intra-action we study with that assemblage. 

When we apply methods to study various elements/aspects of datafication processes as objects of 

inquiry using data infrastructure and sometimes even our own digital doubles, it is difficult to 

distinguish between all of the above. It is especially so when the platform where the research is 

conducted and the method assemblage overlap, as it often happens e.g. in studies of social media 

data. Hence, to continue research work and to produce accountable and reproducible—and 

therefore rigorous results,—we need theoretical tools. The concept of performativity proposes 
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agential cuts as an analytical tool to situate the multiple elements of a methods assemblage. 

Although Mol, Law, Barad and colleagues provide an outstanding analysis of their respective 

empirical cases, methodologically they do not equip us with explicit analytical and reflexive tools 

required for attending to the role of the methods in studying datafication processes. My thesis 

attempts to extend the performative approach of methods assemblage onto the analysis of 

datafication and develop a heuristic that provides datafication and data scholars with vocabulary 

sensitive to the multiplicities and complexities of the entanglements between research processes, 

data, society, and knowledge. 

 

3.5 Assembling carefully 

In the beginning of this chapter, I briefly revisited some of the main arguments of the sociology of 

scientific knowledge production. While these studies to a great extent elucidate how knowledge is 

produced in natural sciences and their laboratories, using the notion of ‘dissecting room’ discussed 

by Knorr-Cetina (2002), I argue that empirical datafication research, similarly is detaching (at least 

partially) some aspects of the datafication processes. In this process, new conceptualisations of 

‘datafication’, analytical categories, and definitions are being developed. Knorr-Cetina (2002) argues 

that through new classifications/definitions, the role of the analysed objects of study and their 

functions within a certain social reality are established in relation to its other aspects (p. 165). While 

datafication research creates some sort of a dissecting room, at the same time, it also participates in 

datafication processes (e.g. when using computational techniques of data collection and analysis, 

but also when engaging with and rendering visible otherwise hidden aspects of datafication). With 

that, conceptualisations of datafication, produced by empirical scholars, when produced, 

subsequently re-situate these datafication processes in the broader societal reality. 

As I demonstrate in the next chapter, my thesis aims to explore how this detaching and re-

situating works. For that, I turn to methods assemblages as practices required for this detaching and 

re-situation: by enacting a methods assemblage, various elements of empirical datafication 

phenomena and research practice are assembled that bring forth re-situated conceptualisations of 

datafication. To understand methods assemblages in social sciences, I also briefly elaborate on 

methodologies, epistemologies, ontologies, and their interrelation in regard to data studies and 

datafication scholarship. Historical developments of different qualitative and quantitative research 

methods illustrate how and why current datafication scholarship is primarily built on the qualitative 

research projects. A brief review of some methods handbooks and textbooks provides a more 

practical perspective on the role of methods in research processes, the kinds of knowledges, and 

research outcomes that can be produced with various methods for studying datafied societies. A 

critical and reflexive view on methods is presented through a discussion of the double social lives 

of methods. The arguments about methods’ performativity, relationality, their recursive relation to 

the empirical research site, and academic knowledge production resonate with the arguments about 

relationality and recursivity of data that lie at the core of data studies. Many datafication scholars 

elaborate on the complex and complicated relation between digital data as research object, various 

methods for studying datafied societies, technology required both for research and empirical 

practice, and our knowledge about datafication. Introducing the concept of methods assemblages 

embedded in the understanding of methods performativity, I apply an analytical tool that should 

help to describe and understand these relations better. 

The questions like “Cui bono?” posed by Star (1995) in the quote in the beginning of this 

chapter come from critical and feminist traditions of thought, asking about the work and the power 

‘behind’ academic knowledge production and how these are distributed among different 

stakeholders. As the previous chapter 2 has shown, data studies are concerned with similar 

questions in relation to datafication processes. This chapter illustrates how social researchers 

examining science and academic knowledge production also need to care about these issues. So, 
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some scholars have adopted a notion of care to their reflection on STS research, arguing that care-

ful research “reflects the iterative development of appropriate concerns, sensibilities and research 

questions” (Law & Lin, 2020, n.p.). In another piece, Law (2021) further develops the notion of 

care-ful research, addressing how careful, close reading, slow research are “holding open differences 

and awkwardness and tensions within research” (p. xix). Making this explicit in thinking and writing 

allow new, different, productive kinds of critique. Other scholars specifically propose so-called 

‘slow scholarship’ opposing neo-liberal practices in academia (although this discussion is not part of 

my research), encompassing such practices as collective writing and caring for oneself (e.g. Mountz 

et al., 2015). Feminist concept and ethics of care are helpful here as they not only engage with the 

ways to produce situated knowledge, but also consider ethical and political dimensions of 

knowledge production. They conceive of care as ethico-political obligation (Puig de la Bellacasa, 

2017), a moral ‘disposition’ (Tronto, 1993), and a local, situated practice (Mol, 2008) that are 

sensitive to otherness, affect, pain, and trouble and are directed at creating better worlds. Overall, 

research related to the concept of care can be understood through two different lenses: 1) a 

normative, ethical concept advanced by e.g. Tronto (Tronto, 1993, 2016) and Puig de la Bellacasa 

(2011, 2017) and 2) an ANT-inflected perspective on care, for example developed by Annemarie 

Mol and colleagues (Mol, 2008; Mol et al., 2010) that foregrounds the local, situated practices in 

which care is performed. Recently, increasing body of research aims to combine both normative 

and practice-oriented perspectives on care (e.g. Lindén & Lydahl, 2021) in order to produce more 

generative, inclusive views and conceptions about the social/socio-technical realities. Particularly 

when rapidly developing datafication processes complicate academic knowledge production and 

datafication scholars are negotiating the limits of what can be known about datafication processes, 

the techniques and tools required for that, and the power of certain actors to decide who gets 

access to which digital data, a reflexive and care-ful approach to assembling research can be helpful. 

To capture performativity of the method assemblages methodologically and empirically, in the 

following, I address research methods in their practical enactment. To be able to do so, in the next 

chapter I briefly discuss methods assemblages-in-practice as an analytical lens of my thesis before I 

proceed to the description and reflection on the research design of my project. 
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4 Research design 
My dissertation follows the argument on the double social life of methods and methods 

performativity, presented in the previous chapter: 

“In a world where everything is performative, everything has consequences, there is, as 

Donna Haraway indicates, no innocence. And if this is right then two questions arise: what 

realities do the current methods of social science help to enact or erode? And what realities 

might they help to bring into being or strengthen?” (Law & Urry, 2004, p. 396) 

In this chapter, I elaborate on my research design developed to study methods as an object of 

inquiry through the analytical lens of methods assemblages and reflect on the kinds of realities my 

research design enacts. For John Law, methods assemblages bring together various actors involved 

in academic research through practices of inquiry. He addresses this as “method-in-practice” (Law, 

2004, p. 45). Following that argument, my research design extends on two practice-based 

conceptual approaches (Nicolini, 2009b; Schatzki, 2002) that allow to address the performativity of 

methods assemblages in practice. Applying practice-based concepts developed by Schatzki (2002) 

helps to understand methods assemblages as both “doings” and “sayings” (p. 72): empirical 

datafication research and its results reported in academic writing. An iterative approach of zooming 

in and zooming out developed by Nicolini (2009b), in turn, allows to consider the practices that 

comprise a methods assemblage and situate these in the broader context of various academic 

disciplines, related research politics, and partial realities of scholars conducting data inquiry. In my 

research design, I alternate between zooming in onto each of these practices and zooming out onto 

the academic fields and research politics to situate my findings. I am drawing on theories of practice 

as an analytical lens of my thesis that helps to explore methods assemblages not as a stable, finished 

relations between all elements of a research process, but also as an ongoing process that includes 

reflection of research conducted in the past and planned in the future. 

 

 
Figure 4-1 Research design overview 

 

Figure 4-1 provides an overview over the research design. In order to map out what kinds of 

methods assemblages are applied in the current empirical research on datafication in social sciences 

and what kinds of concepts about datafication they produce, I developed an iterative research 

design applying a mix of quantitative and qualitative methods. I conducted a literature synthesis of 

datafication scholarship and expert interviews with authors of the sampled literature. A literature 
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analysis, including quantitative keywords analysis, zooms in on practices and elements that 

comprise each methods assemblage. The expert interviews study with the authors of the sampled 

publications provides a deeper insight into the practices of data inquiry and situates the findings of 

the literature analysis in the various contexts of academic scholarship. Expert interviews zoom out 

and situate methods assemblages as one of many parts of academic scholarship, alongside with 

research politics, disciplinary and domain-specific discourses, and researchers’ own subjectivities 

and positionings towards datafication processes they study. Finally, sampled articles were analysed 

using a mix of deductive qualitative and quantitative analysis. Interviews were analysed qualitatively, 

while developed inductive categories were central to the analysis. Although the figure 4-1 and the 

description provided in this chapter follow a chronological line, in practice my study was conducted 

iteratively. 

The iteratively developed literature synthesis maps out empirical datafication scholarship in 

social sciences published in 2013-2019. The literature sample was developed based on the keyword 

‘datafication’ and its word forms. Only original full research articles published between 2013-2019 

in social sciences and listed in the Scopus and Web of Science databases were considered. To 

address the methods assemblages in practice, according to Law (2004), I included only papers 

presenting empirical work. As I discuss later in this chapter, in contrast to conceptual contributions, 

empirical articles report about research projects conducted by datafication scholars at an empirical 

site of practice, while methods and said sites of practice are described explicitly. According to my 

research interest in the data inquiry in social sciences, I identified the keyword ‘datafication’ as a 

suitable search term for my empirical project. The term ‘datafication’ is currently widely used across 

academic domains and fields (Couldry & Hepp, 2017; Jarke & Breiter, 2019; Schäfer & van Es, 

2017; Williamson, 2017), bundling together different theoretical, epistemological and ontological 

approaches to data inquiry. As a keyword, ‘datafication’ does not have further colloquial meanings, 

which would be the case for i.e. ‘data’, for which the meanings can reach from digital traces to 

empirical research material. The timeframe for the literature synthesis is chosen according to the 

historical development of the term ‘datafication’ in social sciences that begins around the year 2013 

(see fig. 4-2) with the publication of the book “Big data: a revolution that will transform how we 

live, work and think” by Mayer-Schöneberger and Cukier (2013). An initial keyword search for 

‘datafication’ in the title, abstract or keywords in the academic databases Scopus 

(https://www.scopus.com) and Web of Science (WoS, https://www.webofscience.com) confirms 

that the term has been used widely only since 2013. Figure 4-2 illustrates the result of this search in 

Scopus and shows a significant increase in the number of contributions with the keyword 

‘datafication’ from the year 2013 onward. An analysis of publications addressing datafication in the 

past (nearly) ten years, therefore provides a comprehensive synthesis of empirical scholarship from 

various domains of social research and is sensitive to its historical developments. 

Both chosen scientific databases index curated content (e.g. academic articles, books, book 

chapters, conference proceedings) from publishers selected by a review board/expert team of each 

of the databases. Such indexing allows databases’ users to search through content published by a 

variety of publishers and in many journals, rather than search each publishers’ or journals’ archives. 

Both databases, however, require licenses for accessing them, which in my case were provided by 

the University of Bremen. Since each database has their own selection procedures and guidelines, 

their indexing differs, and search results of the same search query might differ from one another. 

For this reason, both databases were used to sample the literature for my synthesis. Both databases 

not only provide tools for searching academic literature, but also multiple metadata relevant for 

literature analysis such as information about the authors, about publishers and outlets, assigned 

keywords, references, and citations, among others. In contrast to Scopus, WoS consists of several 

literature search databases, organised around different aspects such as subject focus, document 

types, datasets, or certain geographical regions (see https://clarivate.libguides.com/authors). 

Searching both databases can be organised around disciplines, the attribution of academic content 

https://www.scopus.com/
https://www.webofscience.com/
https://clarivate.libguides.com/authors
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to certain disciplines and the granularity of disciplinary fields available for search slightly differ 

between the two databases. Combining search queries from both databases, therefore, ensures that 

more content is included in the initial sample. 

 

 
Figure 4-2 Scopus analysis of search results for the keyword “datafication” in the title, abstract or keywords of 

research articles in the source type journals in the domain of social science until the year 2019, without limitations to 

the language of publications. Visualisation created with Scopus. 

This chapter begins with a brief overview of practise-based theoretical and methodological 

approaches that provide conceptual background of my research design. In the next section, I 

present in more detail design of my literature synthesis and reflect on quantitative and qualitative 

methods of literature analysis. Next, in the third section, I elaborate on the interview study with 

datafication scholars and reflect on conducting virtual interviews during the pandemic. Summing up 

my research design, in the fourth section of this chapter, I briefly address limitations and challenges 

of my project and elaborate on the methods sensitivity pursued in my study in contrast to other, 

methods-centric approaches. Finally, as the whole world was struck by the outbreak of the Covid-

19 pandemic in December 2019-early 2020, I reflect on its impact on the social lives of my own 

research project and the role of datafication processes in my doctoral journey in the concluding 

section of this chapter. 

4.1 Practice theories as research design 

“The inquiry needs to be practical: an exploration of method-in-practice” (Law, 2004, p. 45). With 

this line in his book “After method: mess in social research” John Law not only calls for more 

empirical research on methods, but also provides a concise summary of the concept of methods 

assemblages developed in this book. A methods assemblage, thus, can be understood as a bundle of 

practices ordering and associating some human and non-human actors situated in certain times and 

spaces while excluding others. In my methodological exploration of current datafication 

scholarship, attending to practices empirically and analytically allows to achieve two goals. First, a 

focus on methods assemblages as practices sheds light on how different elements of the assemblage are drawn together 

and how they produce certain knowledges about datafication processes. Understanding practices comprising 

methods assemblages paves a way to exploring the performativity of methods assemblages 

empirically and furthers the theoretical discussion on the double social life of methods presented in 

the previous chapter. Second, assuming practices as a central analytical concept allows navigating 

interdisciplinary research designs applied in datafication scholarship to multiple, heterogenous empirical cases. For 

my research project within and about data studies presented here, practice-based approaches 

provide an analytical lens for studying empirical research grounded in diverging theoretical, 

epistemological, and empirical domains alongside each other. Following Nicolini’s (2009b, p. 1393) 

call for eclectic theories and methodologies in practice-based studies, I weave together theoretical 
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concepts of methods performativity, methods assemblages, and practices in a multi-method study 

of datafication scholarship. I draw on theories of practices as an analytical strategy for my empirical 

study applying which I developed my research design. In this section, I briefly review practice-based 

theoretical and methodological approaches relevant for my project and discuss the advantages and 

challenges of applying these to the studies on research methods and datafication processes. 

 

4.1.1 Understanding practices 

What is often described as the practice theory is a set of different ontologies and epistemologies, 

which demarcated a ‘practice turn’ in social sciences and STS. The development of what is usually 

addressed as practice theories began in the 1960-70s. As an alternative to positivist ontologies, 

theories of practice aim to overcome the Cartesian challenges of a researcher as a third-party 

observer, and methodological, epistemological individualism (Schäfer, 2017, p. 36; see also Gentzel, 

2019) and “see themselves as situated knowledge that relinquishes the classic, universal claims of 

validity” as Jonas and colleagues (2017, p. 252) write referring to Hirschauer (2008). Within STS 

and social sciences, different concepts of practices have been developed (Hui et al., 2016; Nicolini, 

2017; Reckwitz, 2003; Schatzki, 2002; Shove et al., 2012). As Reckwitz (2003) discusses, in STS, 

theories of practice were widely used by sociologists of science, allowing to attend to sciences as 

widely informal work practices, tacit—implicit—knowledge of individual actors, and the use of 

various non-human artifacts as part of practices of science (p.284-285). For Schatzki (Hui et al., 

2016; Schatzki, 2002, 1996), practices are conceptualised as situated doings and sayings, which 

‘bundle’ into socially-constructed practices when the actors recognize and perform their activities as 

such. Subjects, for Schatzki, are primarily humans as they are able to understand practices as such 

and reproduce them according to their rules and teleo-affectivities—“set[s] of ends, projects, and 

affectivities” (Schatzki, 2002, p. 80). Non-humans, artifacts, and things are acknowledged as 

relevant aspects of enacting practices. Practices are performed/enacted by actors at the sites of 

practice “where entities are intrinsically part of their own context” (Schatzki, 2002, p. 65). The site 

of the practice is a broader context, in which a practice is situated and performed, involving various 

related actors and discourses they are engaged in. Nicolini (2017), in turn, defines practices as 

regimes of performance—while performances are the empirically observed iterations of practices—

and criticises Schatzki for defining practices as “some-thing” (p. 21). Nicolini draws attention to the 

multiple ways in which different practices relate to each other such as conflicts, interferences, or co-

evolution (ibid., p.30). 

Within media and communication studies, Couldry (2004) builds his practice-theoretical 

approach for media and communication studies on Schatzki’s concept of practices and foregrounds 

questions about “what types of things do people do in relation to media? And what types of things 

do people say in relation to media?” (p.121) in order to move away from predominantly discursive 

studies of media. Further, Couldry (2004, p. 127, see also 2012) points to a pressing question of 

“potential hierarchies between media practices and other sorts of practice” (p. 127) that echoes 

concerns regarding performativity of digital and datafied methods discussed in the previous 

chapters (e.g. Lindgren, 2020; Rieder & Röhle, 2017). In media studies as well as in sociology 

practice-based approaches are also used for the study of the everyday (Rinkinen et al., 2015; Shove 

et al., 2012), media and the body (see Postill 2010), journalism (Witschge & Harbers, 2018), and 

media activism (Fotopoulou, 2019; Mattoni, 2017; Stephansen & Treré, 2019), among others. 

Especially in the domain of media and data activism, the notion of “acting on” media as a way of 

transformative, configuring activist work has been taken up by other scholars (Kubitschko & Kaun, 

2016; Milan, 2019; Stephansen, 2019). Kubitschko (2018) applies the concept of acting on by 

extending practice-based research in media studies to the politics performed in practices and 

explicitly acknowledges non-humans (media, infrastructures) as a significant part of practices:  
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“acting on denotes the efforts of a wide range of actors […] to take an active part in the 

moulding of the media technologies and infrastructures that have become part of the fabric 

of everyday life” (p. 633). 

Despite the differences, various practice-based approaches share some commonalities, including 

flat ontologies, equal attention to discourses and material, physical, embodied activities, and 

understanding of practices as historical and durable (Pentzold, 2015).  

Although the richness of insights offered by the theories of practice is widely accepted across 

research domains, they also face critique. The most frequent criticisms include 1) the inability of a 

flat ontology to illustrate the complex power interrelationships (Couldry, 2020), 2) the dissolving of 

an acting human subject in the practices and deprivation of cognitive and affective components of 

actions (Gentzel, 2015), 3) strong focus on routinised actions, neglecting innovative and creative 

work (see for discussion of this criticism e.g. Stephansen, 2019), 4) and a dominant attention to 

material, non-human artifacts and their agency within social practices (however the need to re-

estimate the role of materiality in actions is acknowledged even among the critics, see e.g. Gentzel 

et al., 2019). In addition, within communication and media studies, the ability of practice theories to 

highlight global power relationships and macro-scale, historical events in general has also been 

questioned (Postill, 2010, p. 18; see also Gentzel, 2015). Critics argue that flat ontologies are not 

able to distinguish between different uses of power and different ways in which power can be 

enacted, therefore undermining the ability of social sciences to investigate power-ridden social 

relations. 

 

4.1.2 Understanding methods assemblages through practices 

In my thesis, I aim to overcome some of these challenges of practice-based approaches by 

combining the concepts of methods assemblages, methods performativity, and social practices in 

accordance with Nicolini’s (2009b) “principle that treating practice in descriptive terms is often not 

enough and that a coherent analytical stance is necessary” (p. 1393). Such theoretical multiplicity 

provides a way to explicate which elements of the assemblage are to what extent involved in its 

ordering and how they allow to enact methods assemblages in different ways. In a published piece 

of a dialogue between Vicky Singleton and John Law (Law & Singleton, 2013, p. 486) Singleton 

notices that “knowing is embodied, situated, and embedded in practices, and practices are always 

being done somewhere.” Some media scholars share such perspective on knowledge as “practical 

understanding of what is socially actionable” (Couldry, 2020, p. 1139; see also Addey & Piattoeva, 

2021a; Law & Singleton, 2000). In this spirit, Stephansen (2019, p. 190) argues that  

“activities such as theorizing, reflecting, and analysing should themselves be treated as social 

practices, and that these kinds of ‘knowledge practices’ should be analysed as a core 

dimension of media practices.” 

Expanding on this notion and on the practice-based approaches discussed in this section, I propose 

to address knowing and producing conceptualisations of datafication processes—bundles of social 

practices performed by various heterogenous actors located at empirical sites of practice—as a 

constitutive element of the methods assemblages. An empirical site of practice, then, can be defined 

as spaces and times where and when methodological interventions and practices of academic 

research and knowledge production are performed. This understanding of methods assemblages is 

specific to an exploration of empirical social research—an application of methods-in-practice. 

Empirical research, following the argument made by Ruppert (2013) in the wake of ‘big data’ 

challenges for the social sciences, will be understood here as doing “immersive […] data work by 

innovatively, critically and reflexively engaging with new forms of data” (p. 270), while these new 

forms of data are generated, processed, and used by different stakeholders. Empirical research 

‘doing immersive data work’ engages with social realities and relations of these various stakeholders 

and investigates the role of data and datafication processes in them. 
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If we consider practices as described by Schatzki and Nicolini in terms of methods 

assemblages, the chosen practice-theoretical approaches open interesting perspectives on the role 

of methods assemblages in the research processes. First, methods assemblages—including not only 

human but also non-human elements—can be placed in the domain of social orders, according to 

Schatzki (2002). Taken together with Nicolini’s (2009b) notion that practices are institutionalised, it 

can be concluded that methodological practices control and enact power relations and acquire 

normativity in academic knowledge production. This conclusion is similar to Barad’s (2007) 

interrogation of methods as drawing boundaries between the researcher and the researched in their 

intra-action. However, the idea of methods assemblages as institutionalised and normative 

orderings bears further consequences. First, normativity of particular elements of methods 

assemblages (e.g. within disciplinary settings) explains the challenge identified by Law et al. (2011) 

that the social life of methods makes it particularly difficult for researchers to produce radically new 

kinds of assemblages and knowledges even if the empirical site is experiencing technological 

transformation. Second, as normative orderings, methods assemblages also actively engage in 

shaping knowledges as they are othering knowledge that does not fit the given methodological 

‘order’. Thus, applying the categories of present, manifest absent, and othered, as developed by Mol 

(2002) and Law (2004) to the academic knowledge production about datafication processes through 

methods assemblages, unpacks what knowledges and respective conceptualisations of datafication 

processes are either methodologically ‘normalised’ or excluded. From that point of view, the 

accomplishments of methods-assemblages-in-practice, such as e.g. published academic articles or 

books and reports, also contribute to the reification of methodological ‘order’. In hindsight of the 

discussions about the digital, digitised, and computational techniques often applied in social studies 

of datafication processes, an attention to methods assemblages as ordering academic knowledge 

production provides leeway for questioning and critiquing, how these orderings come to be and 

whose teleo-affectivities are guiding these orderings. Attending to methods assemblages in data 

studies from this perspective allows to critically engage with these questions already during the 

empirical research. Finally, understanding methods assemblages as including institutionalised and 

historically durable practices renders visible that some of their elements are not under discussion, at 

least within the frame of their respective disciplinary or theoretical settings. 

 

4.1.3 Navigating between heterogenous practices empirically 

With this understanding of methods assemblages and sites of practice, I apply practice-based 

methodologies in my study. Practice-based methodologies take the core characteristics of practices 

reviewed here as a starting point and are closely related to ethnographical or ethnomethodological 

approaches (Jonas et al., 2017, p. 254). Prevalence of observations over qualitative interviews as a 

method of data collection can be explained with “the observation that interview data ultimately only 

express ex-post-rationalisations ono the part of the interviewees about their practices (ibid, p.254-

55). In addition, practice-based methodologies often call for self-reflexivity (Schmidt, 2017) and a 

multi-sited analysis of practices (Nicolini, 2017). To explore practices in the situations that cannot 

be directly observed or have happened in the past, scholars turn to the notions of translation and 

reconstruction (see Gherardi, 2019). For example, methods such as an interview with a double 

(Nicolini, 2009a) or shadowing (Czarniawska, 2007), ethnographies of an object or affective 

ethnographies (Gherardi, 2019) provide opportunities to reconstruct practices in detail. Similarly, 

scholars investigating the everyday practices also developed approaches to explicitly explain the 

practices performed with (everyday) objects. Rinkinen and colleagues (2015) apply diary-based 

research to explain how people encounter, act in, and evaluate the “object-world” in their everyday 

practices. In contrast to studies predominantly focused on the sense-making practices, Rinkinen et 

al. elaborate on how doing something with objects, performing evaluative acts (based on affect, 

personal values, etc.) also is part of socio-material practices attributed to human subjects. 
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For Nicolini (2009b), theories of practice are constitutively methodological. He proposes a 

methodology of zooming in and zooming out that requires theoretical and methodological 

multiplicity. The leading concern of the zooming in onto specific sites of practice is to apply 

multiple theories to both describe and understand practices. Zooming in on the practice means to 

study how a practice is accomplished, while zooming out of practice means to study how and with 

what effects is a practice associated with others across different sites. Zooming out to the 

associated practices helps to appreciate the ‘horizon’ of change and the effect of the practice under 

study. The methodological and theoretical multiplicity in social sciences can be achieved not only 

within practice-based approaches: triangulation (e.g. Flick, 2011) or bricolage (e.g. Denzin & 

Lincoln, 2018) have been widely explored and applied empirically since 1970es. All of these 

approaches aim at gaining a deeper and more detailed understanding of the studied empirical 

phenomena and practices from different perspectives. In my research design building on the 

methodology of zooming in and out (Nicolini, 2009b), I follow these principals of theoretical and 

methodological multiplicity. I apply a variety of concepts (methods performativity, methods 

assemblages, theories of practice) and methods of data collection and analysis (literature analysis, 

expert interviews, formal and qualitative content analyses, and quantitative keyword co-occurrence 

analysis) to understand what methods assemblages are currently applied in datafication scholarship 

and what concepts about datafication they produce. 

In sum, I expand on practice-based approaches developed by Schatzki and Nicolini in my 

analysis, while I acknowledge the critique of theories and methodologies of practice discussed 

above. Situating methods assemblages in the empirical sites of practice in which datafication 

processes take place allows including a broad range of stakeholders and the implications they 

experience both from the datafication processes and research interventions. To overcome the 

common critique of practice-based approaches, I also attend to practices as inherently social, 

recognizing the agency of individual human actors—researchers and study participants. Following 

Schatzki (2002), human actors are cognizant and expressive. The practice-based approach chosen in 

this thesis serves to account as fully as possible for different elements of the methods assemblage 

while giving precedence to human agency. Further, my practice-based approach allows an analysis 

of heterogenous research designs, stemming from different disciplines and schools of thought. 

Understanding methods assemblages as practices means understanding them as ordering of various 

elements such as doings (empirical data generation, analysis), sayings (research documentation and 

reported results), that are situated in broader contexts (academic knowledge production, research 

politics) and provides tools for comparability of these heterogenous research designs. It allows a 

level of abstraction that moves beyond domain-specific and disciplinary differences, but maintains a 

situated, partial view on how methods assemblages are performed by whom, when, and why. 

Theories and methodologies of practice, in sum, provide an avenue to trace the entanglements of 

research practices such as research design, data collection, analysis, and reporting, with the 

empirical sites of practices where datafication processes are being performed.  

Empirically, for my conceptual and methodological inquiry into data studies, understanding 

methods assemblages through practices is helpful in two ways. First, it allows understanding my 

literature analysis as an exploration of the accomplishments of practice (Nicolini, 2009b, 2017) that 

are not separated from practices themselves and/or “doings” (Schatzki, 2002), but rather present a 

continuation of these. By synthesising literature analysis with interviews with sampled articles’ 

authors, I could not only gather accounts of the authors’ previous research practices, but also 

enacted new ones. As Silvia Gherardi—a sociologist of organisations and work and a practice 

theorist—argues, “the reflection on how we do empirical research is an epistemological reflection 

about how ‘things’ are made to matter and how epistemological relations make ‘things’ acquire a 

situated position” (Gherardi, 2019, p. 2). Thus, attending to the expert interviews as practices of 

reflection is the second advantage of the practice-based analytical lens of my thesis. Through this 

reflection by and with the datafication scholars I became a part of the methods assemblage enacted 
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during the expert interviews. Focusing on methods assemblages as practices of ordering and 

assembling different elements of the methods assemblages for studying datafication processes helps 

to navigate within interdisciplinary research designs and various empirical sites of practice explored 

by datafication scholars. The following section demonstrates this empirically by outlining the details 

of my literature synthesis. 

 

4.2 Literature analysis 

To specify a literature review as a methodological approach, some authors (e.g. Onwuegbuzie et al., 

2011) recommend the term research synthesis. The term ‘synthesis’ expands the scope of 

considered literature to include not only research articles, but also so-called ‘grey literature’ like 

working papers, reports, academic blogposts, websites, and other (e.g. visual) content 

(Onwuegbuzie et al., 2011, pp. 186–187). In my thesis, research synthesis covers a significant part 

of my study and I understand it as a methodology to analyse existing work on datafication. For my 

literature synthesis, I completed an analysis of academic publications with interviews with the 

authors of the sampled articles: together, I consider these my methodological synthesis. During the 

interviews, discussed in detail in the next section 4.3 of this chapter, interviewed scholars 

mentioned their various research projects, working papers, and reports. For the sake of anonymity 

of research participants these materials are not systematically included in my analysis, however I 

sighted them, which contributes to the results of my analysis. The Cambridge English Dictionary 

defines synthesis as “the mixing of different ideas, influences, or things to make whole that is 

different or new.”7 In this spirit, rather than extending my analysis with grey literature or systematic 

exploration of other, e.g. web materials related to research projects reported in sampled academic 

articles, I expanded the synthesis by conducting interviews that allow to situate studies on 

datafication reported in academic journals in the practices of conducting research and in application 

of methods-assemblages-in-practice. I conducted a literature synthesis of empirical work on 

datafication. The synthesis aimed at mapping out the field of empirical inquiry on datafication and 

applied methods assemblages. 

As the word ‘synthesis’ implies, literature review does not solely aggregate knowledge, but 

provides a conceptualisation of the current research on a topic. A research synthesis is a challenging 

process, as it requires a cohesive understanding of not only research arguments in the analysed 

literature, but also the underlying ontological, epistemological, and theoretical concepts. Especially 

in the social sciences, the underlying assumptions are often not stated explicitly (Hart, 1998, pp. 11–

12). Therefore, it is up to the researcher herself to recognise and identify ontological and 

epistemological assumptions of the authors. In my project, I further expand the literature synthesis 

and include personal accounts of the authors through the expert interviews. Especially when it 

comes to the analysis of research methods and methodologies, an openness toward different 

perspectives and a reflection of researcher’s own theoretical situatedness are pivotal for a 

comprehensive and cohesive literature analysis. For a literature synthesis methodology to comply 

with the quality criteria of academic research, the methods ought to be systematic, explicit, 

comprehensive, and reproducible (Fink, 2005, p. 17). The self-reflection, hence, contributes to 

meeting these quality criteria.  

The questions about what methods assemblages are applied in empirical studies of 

datafication and what concepts about datafication they produce is leading my analysis of academic 

publications. The goal of the literature analysis is therefore, to map out the variety of methods, 

fields, and topics related to datafication. To reach that goal, I iteratively developed a sample of 

research articles on datafication scholarship. I identified suitable keywords and scientific databases, 

 
7 https://dictionary.cambridge.org/dictionary/english/synthesis  

https://dictionary.cambridge.org/dictionary/english/synthesis
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developed inclusion and exclusion criteria for the sampling, and applied quantitative and qualitative 

(deductive, inductive) methods of analysis. Figure 4-1 illustrates the synthesis procedure. 

Construction of a sample for literature synthesis is a trade-off between including a very 

broad variety of contributions and creating an overly specific sample, which does not allow for 

much variation in the analysis. After trying various systematic strategies (based on journals and 

publications metrics), I settled for a strategy based on keyword-based sampling. I used ‘datafication’ 

and further word forms such as ‘datafi*’ and ‘datafy*’ —addressed as ‘datafication’ in the 

following—to search Scopus and Web of Science databases in February 2020. The sample, 

therefore, included articles published until the year 2020, including online first versions of academic 

papers that were scheduled for publishing in 2020. I searched for ‘datafication’ in the title, abstract, 

and keywords in research articles in the source type journals in the domain of social science in 

English language in the Scopus database. I only searched academic articles published in journals; 

academic book chapters were not included for various reasons. Practically, it is less common for 

book chapters to enlist keywords; further, the duration from empirical study to the publication in 

an academic journal is usually shorter than the publication in an academic book: therefore, journal 

publications were chosen to include most recent research. The query returned N=165 

contributions. These search results were used for the initial sampling. Considering that the Scopus 

database does not include all research on social sciences, an additional sample with the same search 

criteria has been drawn from the Web of Science database, which retrieved N=191 contributions. 

Both samples from two databases were then merged and duplicates were excluded, resulting in the 

N=213 original publications. After a proof-checking the search results two months later (April 

2020), the same search (search queries were saved) retrieved N=196 results in the Web of Science 

database, the difference of five papers was identified as recently added to the database and added to 

the initial sample, resulting in N=218.  

The main reason for additional search in April 2020, however, was to add academic articles 

using word forms of ‘datafication’ in addition to the noun. For that, initial search queries for both 

Scopus and Web of Science databases were modified. Instead of ‘datafication’, these included 

“datafy* OR datafi* AND NOT datafication” in the Scopus database and the query TS=(datafy* 

OR datafi* NOT datafication) in the Web of Science database. The search query with the Scopus 

database retrieved N=28 original articles. However, adding these further word forms to the query 

in the Web of Science database resulted in retrieving articles from different domains than social 

science: instead, many medical texts were identified in the latter query, which were not considered 

further. After adjusting the search query to include only social research domains, the search query 

in the Web of Science database retrieved N=32 original articles. After removing duplicates from 

this additional search, the total of N=42 academic articles were added to the initial sample. In total, 

after the additional search in April 2020 and further removal of duplicates found in the dataset, 

initial sample counted N=255 original papers (see Appendix 3 for a full list of references). 

Subsequently, I analysed all titles and abstracts, and in the following step the whole text 

bodies, in order to narrow down the sample according to the developed inclusion and exclusion 

criteria. Only empirical work has been included, following a practice-based approach. Specifically, I 

identified a research article as an empirical contribution, when it included 1) a clearly stated 

methods section, regardless of whether it is a specific chapter or a part of another chapter with 2) a 

description or at least explicit notion of applied research methods and 3) an explicit case study or 

sample description. Theoretical essays as well as contributions presenting research synthesis were 

excluded from further analysis. To identify the kind of publication I screened the abstract and in 

the next iterative step the full text body for the references to empirical work. No articles, which 

stated in their title, abstract or methods section that they present a form of literature overview, were 

included. Further, domains such as health and medicine, tourism, and geography were excluded. 

After applying all inclusion and exclusion criteria in several iterative steps, the final sample for 

qualitative content analysis counted N=51. 
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Identifying empirical contributions for the sample was challenging in several ways. Most 

pressing was often very brief, vague, or lacking description of research designs applied in articles, 

which other authors conducting similar literature studies also notice (Kennedy et al., 2020, p. 44). 

For example, some authors provide an analysis for distinguished empirical cases either derived from 

previous empirical research, based on market analysis or omit explicit methodological details in 

their articles (e.g. Chan & Humphreys, 2018; Hartong & Piattoeva, 2021). In the core of such 

analysis lie analytical approximations to the role of datafication in a specific case, while empirical 

examples illustrate the contingencies of datafication therein. Although excluding such articles form 

my sample was required to focus on specific methods used to approach datafication, it illustrates 

one of the limitations to my sampling strategy that, in some cases, may not account for work 

framing methodology as inseparable from theory. 

While theoretical and methodological articles or reviews represent a valuable contribution to 

my understanding of datafication scholarship in this study, they do not suffice the criteria of the 

‘method-in-practice’. All articles, which did not have a distinctive methods section, were also 

excluded even if they used empirical evidence to support their theoretical argument. All articles, 

which explicitly claimed to provide a new or adjusted framework, model, methodology or theory 

without referencing any empirical illustrations were excluded. There is a further limitation to these 

criteria, as they may as well exclude creative or artistic publications, which do not follow an 

established structure with clearly separated text sections. To compensate these limitations as much 

as possible and following the zooming in and zooming out approach (Nicolini, 2009b), I followed a 

strategy for the data analysis, which allows to focus on the broader context, and in the context of 

my thesis, I complemented the literature analysis with expert interviews with the authors of chosen 

articles. Finally, while some of the sampled articles were successfully retrieved in a search query, the 

subsequent analysis of full texts has shown that ‘datafication’ was only mentioned once or twice and 

not explicated: these publications were not considered for further analysis. 

The first step of my literature analysis was zooming in on each single text at a time in a 

formal qualitative analysis (see Schreier, 2014). This part of analysis focused on answering the first 

research question on what methods are used in datafication research and how. A formal qualitative 

analysis is a part of the family of qualitative analysis methods (Braun & Clarke, 2006, 2019; Bryman 

& Burgess, 1994; Gläser & Laudel, 2010; Hsieh & Shannon, 2005; King & Brooks, 2016; Schreier, 

2014). It sheds light on the formal criteria of the texts, arguments, or other types of data, rather 

than on the content itself. Thus, I consider it as an initial step of a qualitative content analysis, 

providing a formal description of the dataset and an orientation for possible groupings of sampled 

research articles. Although formal qualitative analysis originates from quantitative coding, I applied 

it as a technique for familiarization with the dataset and focused hereby on the deductive analytical 

categories. Among deductive categories were philosophical assumptions, research procedures and 

techniques (e.g. sampling), and researchers’ “sociopolitical commitments” (Onwuegbuzie & Frels, 

2016, p. 51). Identifying theories, epistemologies, and ontologies provided a baseline for situating 

the sampled literatures in particular strains of scholarship and contextualise the methods and the 

purposes of the study. Details of inquiry such as research scope, goals, questions, sampling 

strategies, and particular methods or techniques address the practicalities of the reported studies, 

while the issues of audience, outreach and funding give the readers hints on the authors’ proclaimed 

values ((Greene, 2006) as referenced by (Onwuegbuzie & Frels, 2016, pp. 51–53)). 

Complementary to the formal qualitative analysis, I conducted an exploratory quantitative 

and bibliometric analysis of the sample using research software VOSviewer (van Eck & Waltman, 

2007) and R package bibliometrix (Aria & Cuccurullo, 2017). I complemented this quantitative 

exploration with further formal qualitative analysis (Schreier, 2014) of the sampled articles, while 

insights from the quantitative methods served as entry points for a deeper examination of the 

sampled publications. While an explorative analysis allowed to identify questions that authors of the 

sampled literature answer in different ways, a complementary qualitative content analysis allows to 
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examine the arguments made by the authors in more detail. Due to the sample size, the quantitative 

exploration was used for visualising the sample and as an entry point for a more detailed qualitative 

analysis, as I discuss in more detail in chapter 5. So, I conducted quantitative analyses, detailing 1) 

countries where the authors of sampled literatures are located according to their institutional 

affiliations and visualising 2) co-authorships in the sampled literatures in order to illustrate whether 

and how the sampled articles are connected to each other; 3) co-citations, in order to establish 

whether the sampled articles build on similar body of work on datafication; and 4) authors’ 

keyword co-occurrence analysis in order to showcase what central topics datafication scholars 

themselves identify as important for their empirical research. Altogether, the visualisations 

produced through my quantitative analysis served for mapping out the (sub-)fields within the 

sample and creating an overview over topics relevant for datafication scholarship. I discuss the 

particular techniques and visualisations along with their results in the next chapter 5 of my thesis. 

The combination of formal qualitative and quantitative analysis allowed to develop categories 

for mapping out the growing field of datafication scholarship and (critical) data studies. These 

categories encompass (1) terms related to datafication, (2) academic disciplines and fields in which 

datafication research is conducted, (3) societal domains in which datafication processes are taking 

place, (4) methods and theories used to understand datafication processes, (5) concerns addressing 

the implications of datafication processes, and finally, (6) understandings of what enables 

datafication processes. Chapter 5 of my thesis presents the results of the literature analysis and is 

structured according to these categories.8 

 

4.3 Interviews with datafication scholars 

To complement the literature analysis with the accounts of research practices—the methods 

assemblages in practice—and to conclude my synthesis, I conducted expert interviews with the 

authors of sampled articles. The aim was to inquire in more detail about the authors’ 

methodological practices, choices, and their role in understanding datafication empirically. The 

sample for the interview was derived from the list of authors of analysed literatures. I contacted the 

first and or corresponding authors via email. In total, N=46 of authors were contacted with an 

interview request. The requests were sent in fall 2020, marked by the measures against the spread of 

the Covid-19 virus across the world (“lockdowns” resulting in distance modes of working, teaching, 

and learning). With universities and other institutions such as schools and kindergartens closed 

across the world, academic communities, alongside with other professional groups, faced challenges 

of online or hybrid teaching, home office combined with parenting or other caring responsibilities, 

other insecurities, and even losses of the dear ones to the Covid-19. These circumstances were 

acknowledged in the interview requests and became a reason to request participation in form of 

virtual expert interview or a written email response. The requests also included notes on research 

ethics and provided details on the ways of recording the interview. The initial interview request also 

contained the discussion topics. Due to the challenges of the pandemic everyone faced, both the 

email communication and the scheduling of the interview appointments were complicated and 

required effort and patience from all sides. The interest, support, and care of the interviewed 

experts towards my research project gave me additional encouragement for my doctoral journey. 

Building the interview sample on the list of authors of the analysed publications, interviews 

were informed through their expertise and experiences from their empirical studies, professional, 

and institutional knowledges (see Blöbaum et al., 2016; Bogner & Menz, 2009; Gläser & Laudel, 

2010). I understand the scholars’ expertise as situated in their practices and not detached from these 

(see Dreyfus & Dreyfus, 2005), following a practice-based methodological approach. Out of overall 

46 contacted authors, 29 agreed to participate. Initially, more interviews were scheduled but could 

 
8 For a systematic quantitative review of datafication scholarship including both empirical and conceptual 
work across different research domains, see Flensburg and Lomborg (2021). 
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not be conducted in the face of pandemic-related challenges. Additionally, three experts 

recommended by interviewees multiple times were recruited through snowball sampling to include 

more recent research and experts whose work informs datafication scholarship as represented 

through my sample, but who do not necessarily use the term ‘datafication’ themselves. 

Due to the exceptional restriction measures during the Covid-19 pandemic and the 

geographical distance to the interviewees, all interviews were conducted virtually with video 

conferencing software preferred by each of the experts. In total, 30 interviews were conducted 

from October 2020 to February 2021. Two more experts provided written responses to the 

interview questions instead of a virtual interview. The interviews lasted between 30 and 60 minutes, 

with most interviews taking around 45 minutes. Most interviews were conducted in English, 

others—sometimes expectedly and sometimes not—in German. Informed consent was obtained. 

All interviews were audio-recorded with an open-source software OBS Studio9 and transcribed. 

Some interviews were followed by informal talks with the experts. Before, during, and after the 

interviews and informal talks with the experts, I took notes inspired by the memos writing common 

for grounded theory (Strauss & Corbin, 1996). The interview transcripts and notes were 

anonymised and are used in the following in an aggregated form, individual quotes from the 

interviews used in my thesis were chosen so that they allow to preserve the experts’ anonymity. 

For the interview questions, I focused either on the analysed articles (co-)authored by the 

interviewees or on their most recent work on datafication, depending on the interviewees’ 

preferences. The literature sample covers research articles from 2015 to early 2020 (online first 

publications appeared online late 2019), meaning that some of the empirical work done by the 

authors took place in the beginning of the 2010s. It is to assume, then, both the authors’ careers, 

their personal understandings, and academic discourses on datafication developed further. Research 

projects and interests of the interviewed scholars may have significantly developed since. The 

interviews, therefore, take off with the discussions about the analysed publications, but also touch 

upon experts’ other projects concerned with datafication processes, both previous, current to the 

date of the interview, and future ones. With that, interviews about past research topics also reflect 

the experts’ current situatedness in the academic fields and in their careers. For the results 

presented in this chapter, it means that the results of the interview analysis not only deepen the 

understanding of current datafication scholarship developed through literature analysis in chapter 5, 

but also broaden this in regard to the scope of questions, empirical examples, and 

conceptualisations of datafication processes. 

Elicitation interviewing techniques were used to understand the experts’ personal, emotional 

experiences of their research practices. I continuously adapted interview questions according to the 

feedback and my ‘feel’ after each expert interview. Despite such preparations, the question whether 

I was actually able to capture methodological decision-making and research practices of the 

interview partners was accompanying me throughout the data collection. Going back and forth 

between conducting the interviews and reading about practice-based approaches allowed me to 

develop in my analysis a set of categories that reflected the manifold applications of methods 

assemblages in practice. In contrast to the synchronous interviews via video conferencing software, 

the written responses were given to the main interview questions and further elicitation questions 

(e.g. about surprising, annoying, or irritating aspects of datafication research) were not included. 

With that, written responses were shorter than interview transcripts and did not include as much 

personal, emotional experiences of the datafication experts as did the interviews. The written 

responses, nevertheless, provided me with important insights into the decision-making and research 

practices of both experts. Subsequently, the two given responses were anonymised and analysed 

together with the interview transcripts. 

 
9 https://obsproject.com/  

https://obsproject.com/
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One of the requirements for the expert interviews encompassed by the informed consent 

was preserving the anonymity of the scholars who shared their personal stories and details about 

their research projects. To live up to the obligation and promise of anonymity, some details about 

experts’ projects that could be recognisable for an attentive reader keeping track of relevant 

literatures about datafication are anonymised in the following chapters. For anonymisation, I use 

categories of the next level of abstraction in relation to the word being anonymised: for example, in 

the hypothetical example of research discussing datafication in Germany, I would address the study 

as European or simply use the word ‘country’. I also use words such as ‘community’ or 

‘practitioners’ instead of identifiable definitions of professional or other groups addressed in the 

research projects of the interviewed experts. The omitted details of research projects that could 

make an expert identifiable served as a background knowledge. 

Finally, I conducted qualitative content analysis (Saldaña, 2016) inspired by Law’s (2004) 

definition of the methods assemblage as practices ordering different elements of the assemblage as 

“(a) present, (b) whatever is […] manifest in its absence; and (c) […] absent but […] other because, 

[…] it is not […] manifest” (p.84). For that, I used qualitative data analysis software MAXQDA10. 

Following that practice-based methodological approach, I conducted open coding of the interviews, 

to develop categories that described both various research procedures and techniques, and people, 

objects, artifacts, things, and concepts being gathered together through the methods assemblages as 

practices. While identifying and categorising what elements of a methods assemblage are ‘present’ 

according to Law’s definition, in the further iterative coding phases, I attended specifically to the 

differences between the developed analytical categories in order to account for what is ‘manifest 

absent’ or ‘othered’ —elements that each of the categories excluded. While ‘methods assemblages’ 

as an analytical category was derived from my research interest and questions, the codes that filled 

the category were developed inductively. 

After several iterative coding phases, the core category of ‘methods assemblage’ consisting of three 

different methods assemblages was established empirically. The core category accounts for the 

coherence across each of the three methods assemblages in regard to the codes it includes on the 

kinds of the assemblage’s elements. At the same time, the three methods assemblages differ among 

each other sufficiently. The three methods assemblages, discussed in detail in chapter 6 of my 

thesis, are (1) the methods assemblage for analysing encounters with data representations, (2) the methods 

assemblage for tracing the dynamics of data infrastructures, and (3) the methods assemblage for reconstructing 

datafied regimes. The methods assemblages, as chapters 5 and 6 show, build on the heuristic 

developed to map out datafication research in my literature synthesis, provide additional context to 

the literature analysis, and situate its findings in the lived experiences of interviewed datafication 

experts. In addition to the core category of methods assemblages, supporting categories were 

developed. Some of these, such as categories concerning researchers’ subjectivities (e.g. career stage, 

personal standpoints towards methodological issues or datafication processes), philosophical 

assumptions, their socio-political commitments (e.g. participation in a certain scholarly community), research 

procedures (including individual techniques and methods of data collection and analysis) resemble 

categories used in the formal qualitative analysis of the sampled literatures. The categories, 

however, comprise inductively developed codes. Finally, another crucial supporting category 

concerns concepts about datafication processes applied alongside with the methods assemblages. Together 

with the core category of methods assemblages, this category allows answering the core research 

questions of my research project, as discussed in chapter 7. All supporting categories allow defining 

the three methods assemblages, their commonalities, differences, and allow building 

methodological sensitivity towards how methods assemblages drawing different elements together 

produce varying understandings of datafication processes. 

 
10 https://www.maxqda.com/ 

https://www.maxqda.com/
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A difficulty and a limitation of the qualitative analysis presented here lie in interpreting 

projects and practices reported in the expert interviews based on my own positioning as a 

researcher and as a person. To avoid “the god trick” (Haraway, 1988, p. 581) in my interpretations, 

in the next sections, I elaborate in more detail on how my understandings of methods assemblages 

and datafication processes developed during my doctoral journey and how being an early career 

researcher in the same field I analysed in my doctoral project allowed a unique position for 

conducting research in practice. This and the previous chapters of my thesis serve to situate my 

own standpoint towards datafication processes and research methodologies, that is grounded in 

critical data studies, theoretical approaches to methods performativity as developed by Mol (2002), 

Law (2004), and Barad (2007), and practice-based methodology (Nicolini, 2009b; Schatzki, 2002). 

Additionally, arguments developed in sociology of science and feminist research traditions support 

the structure of my thesis. 

 

4.4 Methods-sensitive inquiry 

Research methods and practices of ordering these in methods assemblages are in the core of my 

empirical analysis and the reflection on the emerging field of (critical) data studies and datafication 

scholarship. The focus on methods assemblages, however, does not define this inquiry as methods-

centric. Rather, I aim to describe how methods assemblages—including not only the method as a 

technique of data collection and analysis, but also the underlying ethico-onto-epistemological 

approaches, theories, and the research field-making by the scholars and other actors—produce 

sensitivities to the manifold of datafication processes and their heterogenous elements. 

As Donna Haraway (2016) reminds us, “[i]t matters what stories make worlds, what worlds 

make stories.” (p. 12) ‘Staying with the trouble’ of methodological performativity and paraphrasing 

ANT scholars’ argument (e.g. Law & Singleton, 2013; Mol, 2010), I understand methods 

assemblages as producing sensitivities to the kinds of worlds that partake in the production of knowledges about 

datafication processes. Methods assemblages, then, can be understood as “a set of empirical 

interferences in the world, a worldly practice, or a lively craft” (Law & Singleton, 2013, p. 485) by 

performing which different kinds of heterogenous (human and non-human) actors are brought 

together to produce new knowledges and (datafied) empirical phenomena. 

Various scholars have addressed methods’ performativity not as a ‘troublesome’ challenge 

that interferes with production of knowledge about the world, but rather as a starting point and a 

basis for developing methodological sensitivities (Law, 2021; Law & Lin, 2020; Thompson, 2020). 

Addressing methods assemblages and their performativity, then, becomes not a question of how to 

deal with performativity, but a question of what we can learn from performativity of methods and 

how these knowledges allow us to understand datafication processes better and, also, from the 

perspectives of the marginalised, the oppressed, the othered?  

Attending to datafication scholarship through the lens of methods assemblages, methods’ 

performativity, and grounded in theories of practice, I developed iterative research design that 

allows mapping out different kinds of methods assemblages including techniques of data collection 

and analysis, the scholars’ subjectivities, positions in their fields of study and academic 

communities, and the knowledges sought about datafication processes. My research design makes 

an emphasis on a multiplicity of methodological accounts used to study datafication processes by 

omitting the qual-quant divide. Rather, it focuses on how the concept of datafication can be 

explored and understood differently: 

“Translated into practice theoretical terms, this might mean that research participants ’ 

conduct with different data production methods can be seen as social practitioners 

performing differently in and across practices as contexts. None of these performances a 

priori provides a more valid picture of everyday practices; the choices of methods should 

depend on the focus in the empirical research” (Halkier, 2017, p. 199). 
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In the beginning of this chapter, I quote Law and Urry (2004), who, following Haraway’s 

argument that there is no innocence in the world, propose to think about two questions: “what 

realities do the current methods of social science help to enact or erode? And what realities might 

they help to bring into being or strengthen?” (p.396). With this chapter I attempted to outline my 

answers to these questions and describe a research design that aims to bring forth the multiplicities 

of theoretical, methodological, disciplinary, and empirical perspectives on datafication processes 

that are currently applied in social sciences. My thesis, therefore, not only follows the feminist, 

practice-based approach foregrounding methodological sensitivity to multiplicities, situatedness, 

otherness, and relationality. I address situations and develop categories concerning the ways in 

which researchers become aware11 of the multiplicities, fragilities, materialities, and partialities (Law 

& Lin, 2020) of datafication processes and make methodological decisions on what to include how 

in their research practices. By elaborating and reflecting in the following chapters on these decision-

making processes and the ways in that these enact different kinds of methods assemblages, I also 

aim to develop a heuristic outlining methodological sensitivities relevant for reflecting on the 

studies of datafication processes. In the concluding section of this chapter, I discuss my own 

standpoints and the social lives of my research methods. I also reflect on the impact of the Covid-

19 pandemic on my research project and what role various datafication processes played in it. 

 

4.5 The “social life” of my data inquiry during Covid-19 pandemic 

The practice-based research requires from the researcher to become a practitioner themselves and 

engage with the studied practices ethnographically: 

“A well- known method for getting to know the rules and teleo-affective structures of the 

practices is to enter into the practice as a novice. Recognized new-comers to the practice are 

often granted the right to experiment, to ask basic or stupid questions, to find out about the 

expected doings and sayings, to learn how activities and projects are being carried out, and 

what kind of power relations are at stake” (Spaargaren et al., 2016, p. 18). 

In my doctoral project aiming at understanding the performative role methods assemblages play in 

the datafication scholarship, I engaged with the practices I study as an early career researcher and a 

doctoral candidate working on a project situated within critical data studies and media studies. In 

this section, I describe my practical engagement and reflect on the social lives of my own research 

methods. 

The experiences that are reflected in this section are the result of my positions as a doctoral 

candidate at the University of Bremen and a research associate affiliated with the research project 

DATAFIED12 funded by the German Federal Ministry of Education and Research (BMBF; project 

funding number 01JD1803A) in which datafication processes are studied with particular focus on 

K-12 education in Germany. Being and working as a novice in academia, I, indeed, began getting to 

know ‘the rules and teleo-affective structures’ of research practice first-hand. I learned practices and 

challenges of empirical research, rules of grant applications, luxuries and challenges of 

interdisciplinary work, and everyday business of universities. Particularly as a member of 

consortium projects, together with my colleagues I started learning the care work of translating and 

developing common understandings of concepts across disciplines. Peer doctoral networks at the 

University of Bremen, within the DATAFIED research project, and those emerged from the 

participation in the virtual ECREA PhD summer school 2020 supported me by answering ‘stupid 

 
11 In her book “If…then: algorithmic power and politics” Taina Bucher (2018) sets out to explore Facebook’s 
algorithms and media by outlining situations in that people (for the first time) become aware of algorithms. 
Inspired by that analytical and rhetorical approach, I attempt to identify situations in academic scholarship in 
that researchers become aware of various aspects of datafication processes they study and make informed 
decisions about how to attend to these or not. 
12 https://datafied.de/  

https://datafied.de/
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questions’ and shedding light on the ‘power relations at stake’. Working with other datafication 

scholars as a research associate, I learned hands-on ‘how activities and projects are being carried 

out’. I also engaged in empirical datafication research myself, conducting empirical work with 

practitioners who enable and are impacted by datafication processes in German educational 

domain. Getting to know different disciplinary academic and practical perspectives on datafication 

processes, particularly in German school education, facilitated my understanding of datafication as 

socio-technical processes, in which digital data, infrastructures, and software are in recursive 

relation with the societal phenomena (Kitchin, 2014c; Jarke & Breiter, 2019). In the course of my 

PhD journey, this understanding also merged in developing methods (Jarke & Zakharova, 

forthcoming; Zakharova et al., 2022) and concepts (Zakharova & Jarke, 2022) for studies of 

datafication processes. 

The beginning of the Covid-19 pandemic coincided with the planning phase of my empirical 

data collection. A move to ‘everything’ virtual required adjustments. Various resources (reading 

lists, blog posts, exchange with other colleagues) helped me to navigate the planning and 

conducting empirical research for this thesis. Particularly, reading lists such as crowd-sourced 

GoogleDoc moderated by Deborah Lupton13 and the LSE digital ethnography reading list 

moderated by Zoë Glatt14 were helpful for navigating virtual social research and the implications of 

the Covid-19 pandemic for social sciences (see Garcia & Barclay, n.d.; L. Taylor et al., 2020). As my 

interview partners sit in different universities across the globe, I was initially planning with virtual 

interviews, though with the pandemic it seemed inevitable and different. Even the interviews with 

scholars located closely to Bremen had to be planned as virtual meetings. When I conducted 

interviews several months into the pandemic, however, the experts and I were already used to 

virtual back-to-back meetings and collaboration; therefore, virtual interviews could be conducted 

without any major drawbacks. Nevertheless, conducting interviews virtually during a pandemic 

sometimes was challenging for everyone involved. The unstable internet connections on each side, 

time lags during the video conferences, time-consuming preparation of all relevant software and 

hardware by the interviewer before each interview, interruptions due to other, e.g. caring 

responsibilities of the interview partners all from time to time interfered with my schedule and 

plans for data collection. Scheduling appointments across time zones was unavoidable due to the 

locations of the interview partners, however during the pandemic it became more complicated. 

Some interviews had to be permanently cancelled, while I conducted some of the other interviews 

at 6am or 12pm local time from my living room in Bremen. Particularly due to all the additional 

challenges of the Covid-19 pandemic, the engagement and interest of the experts that I experienced 

played a significant role in moving forward my inquiry about and reflection on the emerging field of 

(critical) data studies. 

Besides the interviews and in line with my practice-based methodological approach, I 

engaged in other activities relevant for datafication scholarship such as participating in academic 

conferences, writing, publishing, and other forms of knowledge exchange such as workshops and 

research colloquia. As the significant part of my doctoral project took place during the Covid-19 

pandemic, several conferences have been cancelled, postponed, and those that took place were 

organised as virtual events. With that, as (nearly) everything during the pandemic, I could engage 

with my topic ethnographically mostly virtually. At the same time, conferences as virtual events 

allowed me more flexibility and possibilities to participate in more events than it would have been 

possible physically. Since 2019, I participated in seven international academic conferences (only one 

of which physically!) which at least some of the interviewed experts or the authors of analysed 

articles also visited. I attended their talks and myself presented results of the work conducted with 

 
13 https://docs.google.com/document/d/1clGjGABB2h2qbduTgfqribHmog9B6P0NvMgVuiHZCl8/edit  
14 https://zoeglatt.com/wp-content/uploads/2021/05/LSE-Digital-Ethnography-Collective-Reading-List-
SHARED-DOC-May-2021.pdf  

https://docs.google.com/document/d/1clGjGABB2h2qbduTgfqribHmog9B6P0NvMgVuiHZCl8/edit
https://zoeglatt.com/wp-content/uploads/2021/05/LSE-Digital-Ethnography-Collective-Reading-List-SHARED-DOC-May-2021.pdf
https://zoeglatt.com/wp-content/uploads/2021/05/LSE-Digital-Ethnography-Collective-Reading-List-SHARED-DOC-May-2021.pdf
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my colleagues. I engaged in discussions (as far as it was possible online) and read new publications 

published by the experts relevant to my analysis. I also engaged in academic writing beyond this 

dissertation and took the first steps in learning the practices and policies of academic writing and 

publishing. Finally, within the research consortia and working groups at the University of Bremen, I 

had opportunities to engage in further discussions and networks with other datafication scholars, 

also on social media. All this, alongside with the empirical and conceptual work conducted for this 

dissertation, shaped my understanding of both methods assemblages and datafication, thus also 

shaping the empirical findings presented in the following chapters. Particularly through writing 

within the DATAFIED research project, I also learned more closely some of the arguments from 

feminist lines of academic thought and adopted these for my thesis as well. 

Being an early career researcher interested in datafication processes myself, I could not 

assume a position of an invisible observer. Rather, engaging in discussions with the experts during 

the interviews, engaging with their (and others’) works on datafication processes through reading, 

writing, and talking created my partial connections within the webs and networks of datafication 

scholarship. Connections created through the interviews were literal: reaching out to different 

datafication experts, I could enter and peek into academic networks and learn their workings and 

rules. These connections were also personal—glancing into the lives of colleagues across the world 

through a little square on the screen and letting them (or not, as I mostly used the virtual 

backgrounds in video conference calls) to glance into mine (even though my cats still found a way 

into some of the interview transcripts). These connections were emotional: imagine talking in 

person for half an hour with a senior scholar whose work you admire or with a peer who has lived 

through similar situations you are facing. The connections developed in the interviews were also 

conceptual: they manifested in qualitative codes and categories interrelated through the concept of 

methods assemblages. 

Finally, conducting expert interviews with other (often senior) scholars for my dissertation, I 

also learned from my interviewees the practices, challenges, and solutions to some practical, 

technological, ethical, and conceptual problems datafication scholars face in their work. Here, 

particularly in the interviews with senior colleagues, the interview, at times, resembled mentoring 

situations. For example, I415 noticed the research ethics documentation they received before the 

interview: “It is very good research work by the way. I wish all students were that well briefed 

about, you know, research ethics.” Another expert commented on their understanding of 

datafication as research topic in my project:  

“Well, I guess, like, one of the challenges you might have is, what is datafication, what is not 

datafication in terms of this as a methodological approach. I guess that might be part of your 

research […]. So, I guess, at one point or another, there might have to be distinctions made 

about what kind of datafication we’re talking about when we’re talking about uses. But yeah, 

this is the comment.” (I16, Pos. 29). 

As the quotes suggest, my position of junior scholar and researcher was helpful for eliciting some 

well-known, unwritten rules of academic scholarship in general and datafication research in 

particular. Having received reflexive feedback after the interviews from some of the experts, I also 

hope that my questions and the interviews themselves also provided the experts with space for 

creating their own connections: remembering and rearticulating, rethinking, and reflecting their 

past, current, and future projects in the short time span of an expert interview. While in chapters 1-

4 of my thesis I provided a theoretical and methodological background of my inquiry, in the 

chapters 5-8 I elaborate in more detail on my empirical findings and their implications for 

understanding the manifold of concepts about datafication and the field of data studies. 

 

 
15 Here and in the following, I will use the anonymised numeric codes for the interviews instead of the 
experts’ names to retain anonymity of their accounts. 
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5 Mapping empirical 

data studies 
For Latour,  

“[no] matter what we do, when we try to reconnect scientific objects with their aura, their 

crown, their web of associations, when we accompany them back to their gathering, we 

always appear to weaken them, not to strengthen their claim to reality. I know, I know, we 

are acting with the best intentions in the world, we want to add reality to scientific objects, 

but, inevitably, through a sort of tragic bias, we seem always to be subtracting some bit from 

it” (Latour, 2004, p. 231). 

This chapter presents the results of a literature synthesis of original research articles from my 

sample of current datafication scholarship in social sciences. Through this synthesis, I explore how 

datafication scholars re-situate datafication processes they study in the empirical stie of practice and 

accompany ‘scientific objects’ ‘back to their gathering’. In this chapter, I draw connections to the 

elements of the methods assemblages as defined in chapter 3.3: researchers personal, 

epistemological, and research-political positionings (as far as these can be addressed by reading their 

published work); the researched human and non-human actors; the sites of practice in which 

research processes described in sampled articles were distributed; research process, practices, and 

techniques used for academic knowledge production. 

In this chapter, after providing an overview of the sampled research publications in section 

5.1, I elaborate on various theoretical underpinnings of the term ‘datafication’ used in the sampled 

articles. The terms, concepts, and definitions discussed in this chapter stem from the analysed 

academic publications and are discussed here as means for understanding researchers’ positionings 

in these publications as accomplishments of their empirical research practices. Specifically analysing 

how the authors of the sampled publications conceptualise datafication processes provides insights 

into the underpinning epistemological and ontological perspectives on the datafied society which 

the authors engage with in their work. The section 5.2 of this chapter draws on the chapter 2 of my 

thesis in regard to the different concepts and terms relevant for defining ‘datafication processes’ 

theoretically and empirically. The aim of the section 5.2, however, is to introduce theoretical 

underpinnings of the use of term ‘datafication’ in the sampled research articles. Moving further in 

my analysis, I show in the following sections of this chapter how the authors revisit and re-situate 

these theoretical conceptualisations through their own empirical research. 

In section 5.3, I attend to the questions of what societal domains and empirical sites of 

practice are being studied in regard to datafication processes and what constitutes these datafication 

processes according to the sampled empirical articles. As my analysis is concerned with a sample of 

academic publications from various domains of social sciences (media studies, education research, 

information and communication technologies for development – ICT4D, among others), a detailed 

description of the variety of empirical sites reported in these publications would be repetitive to the 

analysed publications themselves and would hardly do justice to the work done by the authors. 

Therefore, when addressing the sites of practice discussed in the sampled articles, I focus on what 

the authors discuss as datafication processes as the common ground shared across the sample. By 

fleshing out the core elements of datafication processes discussed by the sampled articles’ authors, I 

analyse what kinds of human and non-human actors are drawn together in the methods 

assemblages enacted by the authors. 
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Finally, I conclude with an analysis of matters of concern raised by the authors of the 

sampled publications in regard to the datafication processes they observed and methods used to 

study these. Both the matters of concern and the methods—particular techniques used by the 

authors for data collection and analysis—allow assumptions about the kinds of knowledges these 

authors sought about empirical datafication processes they researched. As I argued in chapter 3 of 

my thesis, these particular research techniques, although being a relevant part of the research 

processes, need to be analysed in relation to the other elements of the methods assemblages, if the 

performativity of these methods assemblages is studied. Section 5.4 of this chapter, therefore, 

presents my analysis of the empirical research processes, research designs, and goals, as reported in 

the sampled publications. 

Based on these findings from the literature analysis, in this chapter, an initial overview over 

methods assemblages and multiple concepts of datafication developed and performed through the 

sampled empirical studies will be discussed. By analysing the literatures along the above listed 

aspects, I map the emerging field of data studies and develop a heuristic as a reflection tool 

sensitive and sensitising to the relation between scholars’ positionings in their research and the 

multiplicity of empirical, re-situated conceptualisations of datafication processes (section 5.5). The 

analysis presented here is followed by an interview study with the authors of the sampled literatures, 

that completes my synthesis of empirical datafication scholarship in the chapter 6 of my thesis. 

 

5.1 Mapping the literature 

This chapter presents an analysis of 51 original research articles that report empirical findings on 

datafication processes from various domains of social research (see Appendix 1 for a full list of 

sampled publications). Overall, the analysed articles were published in 34 academic journals, ranging 

from communication, media, and cultural studies (14), education research (10), sociology (2), 

information systems (2), feminist studies journals (1), and outlets in that research across different 

disciplines such as social sciences, humanities, political science and information technologies 

research is published (5) (see Appendix 2 for the list of journals). Respectively, most of the sampled 

articles were published in outlets broadly covering various topics of media, communication, and 

cultural studies, covering topics such as activism and datafication processes (10), news, platforms 

and datafication processes (10), everyday practices and datafication processes (7). 18 from 51 

further articles presented projects concerned with datafication of education (2 published not in 

specifically education-related outlets). The remaining articles covered issues such as governance in 

datafied societies (2, while further articles, e.g. from education research, also examined this topic), 

data justice and data infrastructures (4). Overall, the sample included articles published since 2015. 

As the sample included articles published online first up to the end of 2019, some of these have 

been published within respective journal issues in 2020 and received respective update of the 

publishing date in my sample (6, see figure 5-1). The most articles per year were published in 2019 

(19). The yearly growing number of publications reflects the expanding use of the term 

‘datafication’ in social sciences and related disciplines, illustrated in the previous chapter. 
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Figure 5-1 Number of articles published each year in the literature sample. 

I conducted a formal qualitative analysis of the sampled articles to further familiarise myself 

with the sampled literature and ensure the heterogeneity of the collected sample. First, I attended to 

the geographic heterogeneity of sample. I examined how presented research on datafication covers 

several countries and geographical regions, according to the authors’ institutional affiliations. Table 

5-1 lists the countries of affiliated institutions (at the time of publishing). As it is typical for at least 

some social sciences research domains (e.g. Waisbord, 2019) and because only articles in English 

language were included in the sample, most authors are affiliated with universities in northern 

America and Europe. Sometimes research reported in the articles was conducted in regions other 

than scholars’ residence regions. For example, Kelly and Noonan [24]16, Masiero and Das [32], and 

Taylor and Richter [47] report on empirical research in India, while Halkort [14] reports on her 

research in Palestinian refugee camps. Heeks and Shekhar [18] develop an applied data justice 

framework supported by evidence from local initiatives in Kenya, India, and Indonesia. Lee [26] 

analyses social credit score system in China, while Chen and Qui [8] focus on platformisation of 

Chinese urban transport. Candido [7] reports on datafication of education quality assessment in 

Brazil, while Piattoeva [36] presents insights into the datafication and surveillance in Russian 

educational domain. 

 

Table 5-1 List of countries of the authors’ affiliated institutions (at the time of publication) 

Australia Hungary New Zealand 

Canada India Norway 

Denmark Ireland Switzerland 

Finland Italy United Kingdom 

Germany Lebanon United States 

Hong Kong Netherlands   

 

Further, within my formal literature analysis, I used bibliographic coupling analysis to 

examine whether the authors of sampled publications have shared theoretical backgrounds (based 

on references used in the sampled academic articles). Figures 5-2 were created with VOSviewer. 

The nodes illustrate authors, while each node’s size is weighted according to the number of articles 

 
16 In order to distinguish between the references to the academic publications in my sample from other 
references used in my thesis, in the literature analysis (chapter 5), the sampled articles will be referred to 
according to their number in an alphabetic list presented in Appendix 1 of my thesis. Appendix 1 includes the 
full reference to each of the sampled articles. 
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in the sample published by each author. The edges between the nodes are weighted and illustrate 

the overlaps in references between each two authors. The colours were assigned to the nodes 

automatically and indicate clusters. An analysis of each coloured cluster reflects domain-specific 

and/or thematic communities of which each scholar is part.  

 

 

Figure 5-2 Visualisations of co-authorships in the sampled literatures. Created with VOSviewer. Visualisation of 
all co-authorship associations (above) and a snippet for better readability of the smaller clusters (below). 
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For example, figures 5-2 illustrate that there are several thematic and/or domain-specific 

clusters connected to each other (e.g. red cluster can be seen as education research, purple cluster as 

studies using the data justice framework, and light green—as studies of news media). These clusters 

also reflect the domains covered by the journals in which sampled research articles have been 

published. As figures 5-2 illustrate, the colour-coded clusters are not separated from each other, 

rather multiple connections between these clusters can be seen according to the bibliographic 

coupling analysis. Data studies, then, explored in regard to the empirical research on datafication as 

represented through the literature sample in my thesis, can be considered as cutting across and 

building on multiple research domains within social sciences. It can be assumed that data studies 

provide an analytical and empirical common ground for researchers in media and communication 

studies, education research, as well as governance and activism scholars. The close positions 

between the nodes indicate shared theoretical background of the authors across the domain-specific 

clusters within social sciences (van Eck & Waltman, 2007) and allow viewing datafication 

scholarship sampled here as an indicator of a rather coherent academic field. This kind of analysis, 

however, particularly taking into consideration the size of the analysed sample, does not allow 

assumptions on how exactly concepts and knowledges travel between the research domains and 

fields, where these concepts and knowledges originate and to what extent are they imported. To 

better understand how data studies are composed according to the analysed sample, further analysis 

is required. 

So, in order to determine which academic publications constitute the shared theoretical 

background of the sampled publications, I analysed the sample according to co-citations. 

Examining co-citations within the sample allows to identify, which further scholars were cited by 

the authors of the 51 sampled publications. Figure 5-3, also created in VOSviewer, illustrates the 

authors’ co-citation network. Each node represents a scholar whose work is referenced in the 

sample. The size of the node indicates the number of references in the sample. Proximity of nodes 

to each other indicates that the publications by these scholars are cited together. Co-citation 

analysis, however, does not distinguish between the references the authors build on and those they 

critique in the analysed publications. For that, more detailed analysis is required. The section 5.2 of 

this thesis, dedicated to situating the use of the term “datafication” in the sampled research articles, 

provides some of such analysis, specifically discussing conceptualisations of datafication used by the 

authors and whether these conceptualisations are embraced or critiqued. Figure 5-3 shows that 

academic contributions by Stephen Ball, Alice Bradbury, Nick Couldry, Kate Crawford, Rob 

Kitchin, Bob Lingard, Deborah Lupton, Jenny Ozga, Sam Sellar, Jose van Dijck, Ben Williamson 

(alphabetic order) were referenced in the sample 20 times or more each, works by Marc Andrejevic, 

Kenneth Cukier, Helen Kennedy, and Viktor Mayer-Schönberger were also cited nearly as often. 

The co-citation analysis also illustrates differences between the clusters that can be addressed as 

education research (on the right-hand side of the visualisation) and other clusters that can be 

broadly described as media studies, communication research, cultural studies. While these clusters 

reflect the sample, the co-citation analysis presented through figure 5-3 further expands the scope 

of research relevant to data studies beyond the sampled literature. Figure 5-3 draws connections to 

research excluded from the sample, such as e.g. human geography (represented in the figure 

through references to the works by Rob Kitchin) or research on health (e.g. represented here 

through references to the works by Deborah Lupton). The presence of these references, thus, 

indicates that a different literature sample, e.g. one including other research domains excluded from 

my analysis such as health and geography, would comprise these further clusters under the umbrella 

of data studies as well in addition to the clusters indicated in figure 5-3.  
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Figure 5-3 Visualisation of co-citations in the sampled literatures. Created with VOSviewer. 

In this context, to understand better the role data studies play in associating these 

heterogenous research themes and domains, some of the most frequently shared references within 

my sample of publications are noteworthy. So, unsurprisingly, the seminal text by Mayer-

Schönberger and Cukier (2013) was among the most cited ones (as my analysis in the section 5.2 

will show, however, this work was also critiqued by several authors of the sampled articles). Besides 

this seminal text, publications by van Dijck (2014), Kitchin (2014c), and boyd and Crawford (2012) 

were the ones cited most frequently (>6 times) in the sample. These authors are also among the 

most frequently cited scholars in my sample. As further analysis of cited references indicates, 

among the works of these authors the mentioned seminal texts are cited nearly exclusively. For 

other authors identified in figure 5-3 as frequently referred to in the sample, a bigger number of 

publications with a smaller number of citations each could be identified. Drawing on these findings, 

the mentioned seminal texts can be considered as providing the conceptual foundation for bringing 

studies in different disciplinary and thematic domains together. 

While the bibliographic coupling and co-citation analyses indicate some shared theoretical 

backgrounds on datafication, further analysis of the sampled articles also shows methodological 

coherency. So, most scholars whose publications were included in the sample apply qualitative 

techniques of data collection and analysis (40 articles out of 51) across various academic fields and 

domains covered in the sample. Ethnographically inspired observations and interviews (or focus 

groups) coupled with various kinds of text analysis (incl. policy research) are among the most 

commonly applied data collection and analysis techniques in the sampled articles. Other qualitative 

methods such as media diaries and self-monitoring [25, 45], story completion methods [26], and 

theory-inspired methods [37, 41] were also applied. In a few other articles, the use of various 

methods [4, 27, 48, 49], both quantitative and qualitative, was reported in one or multiple projects. 

In the latter case these projects were conducted over a longer period of time [6, 44, 50], while two 

other articles report about multiple projects in that primarily different qualitative techniques were 



MAPPING EMPIRICAL 
DATA STUDIES     89 

 

 

applied [24, 44]. In some further articles, participatory and action research-inflected studies were 

presented [28, 29, 39]. Only one article in the sample reports results from a solely quantitative, 

computational study [34]. Finally, digital methods such as digital ethnographies or walkthroughs in 

combination with other qualitative methods such as interviews and observations, were also used [3, 

11, 21]. 

In order to explore the sampled literature further, additionally a keyword co-occurrence 

analysis of author keywords was conducted with VOSviewer (figure 5-4). The keyword 

“datafication” and its wordforms used as a search term for the identification of the sample was 

removed from the co-occurrence analysis. Overall, 204 different keywords were analysed. The 

keywords listed by the authors of the analysed articles and printed in the beginning of article were 

extracted automatically by VOSviewer (van Eck & Waltman, 2007) from the exported database 

search query (in VOSViewer, “author keywords” analysis was selected). Two articles did not have 

any keywords [22, 28]. In figure 5-4, author keywords are represented as nodes, the size of nodes 

symbolises the number of times each keyword is used in the sample. The connections between the 

nodes illustrate which keywords co-occur—are mentioned together. The thicker the edge between 

the nodes, the more often the keywords are mentioned together. The colours of the keywords were 

assigned by the VOSvieiwer based on the proximity of the keywords to each other. Nine smaller 

clusters on the sides of the graph illustrate the keywords used together in a small number of articles, 

with no further connections to others. 

 

 
Figure 5-4 Keyword analysis of the literature sample. Visualisation generated with VOSviewer. The visualisation 
illustrates keywords used multiple times, some keywords used only once are invisible in this depiction. 
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Figure 5-4 shows that a number of similar keywords such as e.g. data activism and activism or 

visualisation and data visualisation are not connected to each other. In the data cleaning process, 

these keywords have not been merged on purpose to identify how the sampled literature can be 

clustered. The gaps between such similar keywords illustrated through the analysis allow for two 

following assumptions. First, there is a density of terms and concepts used to describe und 

conceptualise datafication processes across academic domains and fields. Repeating keywords 

indicate that scholars across different domains are concerned with similar datafication-related 

issues. Secondly, however, a number of similar but distinct keywords used by authors indicate that 

the empirical datafication research is yet not consolidated, despite some shared theoretical 

backgrounds. Rather, there are different clusters, that may illustrate various academic communities 

that apply varying epistemologies and methodologies to the studies on datafication. The remainder 

of this section interrogates that assumption. 

A close look at the keywords used in the sampled research articles suggests that these allow 

for contextualising the literature on several levels. Overall, after exclusion of search terms, 204 

remaining keywords were analysed. Of these, most were only used once. Among the most 

frequently used keywords were ‘accountability’ (6), ‘big data’ (5), ‘self-tracking’ (4), ‘data’ (4), 

‘algorithms’ (3), ‘citizenship’ (3), ‘data activism’ (3), ‘data justice’ (3), ‘data visualization’ (3), ‘open 

data’ (3), ‘open source’ (3), ‘social media’ (3). These keywords indicate different societal domains 

impacted by datafication (e.g. ‘data activism’, ‘social media’), various concerns arising due to 

datafication of these domains (e.g. ‘accountability’, ‘citizenship’), and phenomena that are being 

described as datafication (e.g. ‘algorithms’), as well as methods and techniques used to make sense 

of datafication in research and practice (e.g. ‘data visualisations’). While the most frequently used 

keywords point to the possible thematic clusters among the analysed texts, a further analysis of 

these clusters is required. 

First, keyword analysis identifies a number of terms and concepts, related to datafication, like ‘big 

data’, ‘digital traces’, ‘metrics’, ‘assessment’, ‘quantification’, ‘automation’, ‘commodification’, and 

‘digitalisation’. These keywords represent other academic discourses, closely related to the concept 

of ‘datafication’ according to the authors. Importantly, these keywords also represent different 

conceptual and epistemological approaches to datafication. Section 5.2 of this chapter attends in 

more detail to the manifold of terms and concepts related to datafication based on the content 

analysis of research articles and puts ‘datafication’ in the context of other academic discourses 

addressed in the sampled research articles. 

Second, some keywords indicate the societal domains (also including geographic regions) where 

datafication processes are being enacted and studied, such as politics, ‘data activism’, ‘journalism’, and ‘social 

media’. In contrast to academic disciplines and fields, these keywords indicate a manifold of 

answers to the question of what is being datafied in our societies. The above listed examples of 

such keywords imply the bandwidth of datafication processes that envelope both individual 

practices and experiences (e.g. ‘emotions’), groups (e.g. ‘youth’, ‘hacking culture’), public institutions 

(e.g. ‘public administration’, ‘school actors’), and commercial organisations (e.g. ‘facebook’). Since 

there is a multiplicity of definitions of datafication used across various academic domains and 

discourses, it is not surprising that for different scholars the concept of datafication is meant to 

describe a variety of processes and technologies. Accordingly, some keywords such as ‘algorithms’, 

‘anti-poverty programmes’, ‘civic technology’, ‘national testing’ [of schoolchildren], ‘data analytics 

industry’, or ‘quantified self’ all illustrate the examples of what scholars are talking about when talking 

about empirical datafication phenomena. As the listed examples of keywords indicate, different 

conceptualisations of datafication describe, in some cases, a manifold of technologies (e.g. 

‘algorithms’ or ‘civic technology’). For other scholars, datafication stands for national policies and 

political initiatives largely based on data infrastructures and aiming at data-driven decision making 

(e.g. ‘anti-poverty programmes’ or ‘national testing’). Further, datafication can address lived 

experiences of particular individuals or groups as indicated by e.g. ‘quantified self’ keyword, or 
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situate the role of data for creating economic value (e.g. ‘data analytics industry’). Section 5.3 

interrogates the questions of what is being datafied and what the term ‘datafication’ stands for in 

the sampled research articles. 

Third, some keywords refer to matters and methods of concern that datafication scholars attend 

to empirically. Some keywords explicitly address research methodologies and methods applied to 

explore datafication processes, such as ‘feminist data studies’ or theoretical frameworks used to 

explain these processes such as e.g. ‘practice theory’ (see figure 5-4). The matters of concern 

indicate some core issues negotiated in democratic, capitalist societies and include ‘accountability’, 

‘inequality’, ‘citizenship’, ‘surveillance’ (and ‘dataveillance’), ‘transparency’, and ‘agency’. These 

concerns relate to the terms used alongside with ‘datafication’ and recount various kinds of 

relations between datafication processes and societies. Finally, these concerns and the 

conceptualisations of empirical datafication processes they help to develop are closely related to the 

research methods and techniques datafication scholars apply in their empirical studies. Section 5.4 

of this chapter, therefore, attends to the methods and matters of concern that are addressed in the 

analysed literature. 

Although the quantitative exploration of my literature sample indicates a manifold of 

concepts and methodological approaches applied to study datafication processes, it also illustrates 

coherency, for example in regard to the central literatures introducing the term ‘datafication’, the 

methods applied, and the concerns scholars across different disciplines raise. Therefore, I argue 

here that my analysis of empirical publications reporting research on datafication provides a glimpse 

into the current process in which data studies defined more broadly are being established as a 

research field. In the next sections of this chapter 5, I elaborate in more detail how this emerging 

field is constituted conceptually, empirically, and methodologically. 

 

5.2 Situating datafication conceptually 

The keyword co-occurrence analysis in the previous section indicated multiplicity of terms used by 

scholars alongside or synonymously with datafication. Keywords such as ‘big data’ and ‘digital 

traces’, ‘metrics’, ‘assessment’, ‘quantification’, ‘automation’, and ‘commodification’ can be seen as 

terms and concepts related to datafication, for example enabling datafication processes or being 

enabled by these. This section of my thesis explores the listed keywords above and their relations to 

the ‘datafication’. Even the term ‘datafication’, however is differently defined by various authors 

referring to various seminal literatures on datafication and digital data. Overall, across the sampled 

literatures, several seminal definitions of datafication are quoted such as those developed by Mayer-

Schönberger and Cukier [referred to by 1, 10, 12, 19, 23, 25, 27, 30, 45], van Dijck and colleagues 

[referred to by 2, 5, 11, 12, 20, 26, 28, 30, 45], Couldry and colleagues [referred to by 3, 12, 14, 30], 

as well as Bradbury and Roberts-Holmes and Williamson and colleagues in the contributions on 

datafication of education [e.g. 6, 7, 31, 37, 46, 50]. As the listing of authors referring to different 

conceptualisations of datafication illustrates, several authors offered in their publications multiple 

seminal definitions of datafication. These definitions, in many of the analysed articles, were further 

adapted and situated based on the authors’ empirical findings. These empirically grounded concepts 

of datafication are discussed further in this section 5.2. Besides definitions of the term 

‘datafication’, authors of the sampled literatures also referred to seminal works from critical data 

studies and other research domains in order to define digital data, digital traces, data assemblages, 

and data infrastructures: in addition to the already mentioned above scholars, works by Marc 

Andrejevic, David Beer and colleagues, danah boyd and Kate Crawford, John Cheney-Lippold, 

Nick Couldry and Andreas Hepp (e.g. referring to digital traces), Lisa Gitelman and colleagues, Rob 

Kitchin and colleagues (referring to data assemblages), and others, were cited. Finally, some authors 

also addressed other terms such as platforms [e.g. 8, 25, 27, 35]. In the following, these seminal 

conceptualisations of datafication, the aspects of datafication processes these definitions highlight, 
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and their relations to other concepts and academic discourses are discussed. While some of these 

conceptualisations referred to by the authors of the sampled research articles have been mentioned 

in chapter 2 of my thesis, the goal of this chapter 5 is different. In chapter 2, I provided an 

overview over the current state of research, while chapter 5 makes an inquiry into various elements 

of the methods assemblages, as they are discussed in the analysed publications. This section 5.2 is 

specifically exploring conceptual, epistemological underpinnings of the term datafication and this 

term’s relations to others, as far is these can be studied through the literature analysis. 

 

5.2.1 Datafication and quantification 

For many scholars, datafication is closely related to quantification. This relation is made particularly 

visible in the definition of datafication offered by Mayer-Schönberger and Cukier (2013), which is 

referenced in many of the analysed articles [see 1, 10, 12, 19, 23, 25, 27, 30, 32, 34, 35, 39, 45]. 

According to this definition, datafication can be understood as quantification of an increasing 

number of societal aspects and phenomena: “the ubiquitous quantification of social life (Mayer-

Schönberger and Cukier, 2013: 78)” [cited by 1, p. 2]. Although widely quoted as an initial 

conceptualisation of datafication processes, the definition of datafication by Mayer-Schönberger 

and Cukier (2013) is also contested in multiple sampled articles[10, 25]. For example, this critique is 

articulated by Kennedy and Hill [25] through the connection of that definition to the 

“rhetoric about big data’s promise – as seen, for example, in Wired editor Chris Anderson’s 

(2008) widely cited assertion that ‘with enough data, the numbers speak for themselves’ – to 

produce a faith in numbers” (p. 832). 

This critique illuminates how the enthusiasm around digital data and computational methods of 

analysis (both in research and practice) brackets out the context where these data are situated, 

produced, processed, and used. This conceptualisation of datafication through counting and 

rendering into data various elements of the social world (Mayer-Schönberger & Cukier, 2013), 

however, relates datafication to quantification, commercialisation, and value extraction, also 

spreading across societal domains alongside with datafication processes. In this regard, datafication 

and quantification are put in relation to each other as societal processes with broad implications for 

various societal domains. 

Masiero and Das[32], in turn, showcase how historical origins of quantification, in 

particular for the Global South, are connected to the history of colonialism. They, therefore, 

suggest viewing quantification and datafication as a continuation of colonial practices of counting 

and surveying, previously conducted with the use of e.g. census data, and currently perpetuated as 

demographic and other characteristics of people are more easily put in relation to, interconnected 

with each other through computational means (p.930). In a similar context of Indian datafied water 

system, Taylor and Richter [47, p. 727] also interrogate the question of ‘what counts’ politically and 

ethically. Both Masiero and Das [32] and Taylor and Richter [47] underscore the double meaning of 

the question of ‘who counts’. On the one hand, it addresses the actors who do the counting and 

make decisions of whether or not and how certain empirical phenomena should be conveyed 

through data infrastructures, and ultimately into quantifiable data. On the other hand, ‘who counts’ 

is an ethical and political question of who is included and excluded, who is rendered (in)visible 

through the counting. For example, Taylor and Richter [47, p. 727-728] show how different actors 

involved in the datafied water system in the city of Bangalore in India have diverging views on what 

counts as (equitable) water supply. These views are not only diverging, but essentially quite 

opposite, as the boards and companies responsible for water supply identify as ‘leakage’ what 

citizens perceive as their access to water. Winter [51, p. 57] addresses the question of who counts in 

the context of educational governance, related to categories assigned to people through data. In the 

context of education, the consequences of such categorisation are particularly illuminating. 

Interrogating the relation between datafication and counting methods and measures used in 

educational governance, Winter [51] points out how the categorised subjects and not the 
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frameworks of categorisation and measurement become “amenable to regulation and control” 

(p.57). Other educational scholars [e.g. 7] also underscore how through datafication, the 

measurement frameworks become hidden and invisible, while the subject and object positions 

meant to be represented through data are rendered visible. Pybus and colleagues [39] make a related 

methodological argument discussing how “empirical analysis is transformed into an automated 

algorithmic effect as subsequent predictive analytics become fact” (p. 3). The quote illustrates how 

the categorisations created by certain actors holding power over regimes inscribed in software and 

data infrastructures often remain unquestioned, hidden, and become facts as soon as predictions 

based on these categorisations are made. At the same time, Bradbury [6] notices that in the context 

of education some phenomena are more suitable for quantification than others “[l]iteracy and 

maths are more easily translated into numbers” (p. 16). Human behaviour and especially human 

relationships, emotions, or more abstract concepts such as beauty [35] or friendships [25] are more 

difficult to quantify. In this regard, quantification and datafication can be both understood as 

detaching numbers and data from the context in that these data are being produced. Instead of 

illustrating diverging needs, data and numbers provide accounts about social realities, such as water 

required, supplied, and leaked as in the contribution by Taylor and Richter [47]; these accounts, 

then, are put to use for governance or accounting. In this first broad cluster of conceptualisations 

of datafication processes according to the analysed research publications, datafication is elaborated 

in terms of its ‘impact’ and implications on individuals and society, further reifying the division 

between operations of technologies and data on the one hand, and the social actors finding 

themselves at the mercy of these technologies/data. At the same time, one of the central aspects of 

digital data as defined by Borgman (2015)—their ability to be put to use for various purposes—is 

highlighted. Central for conceptualising datafication becomes the question, what are the ends of 

empirical datafied phenomena. 

In the analysed literatures, datafication is also put in a relation to other concepts and terms 

such as quantification or digital traces through the ways of data generation and affordances of 

digital data such as machine readability or “interconnectivity” (Günther et al., 2017, p. 201). These 

affordances, alongside with a greater numbers of data points, allow for phenomena that previously 

were rather difficult to assess to be analysed more easily. In relation to datafication, quantification, 

thus, addresses the use of computational, algorithmic quantitative methods both in research and at 

the empirical sites of practice to make sense of digital data that are being produced in various 

societal domains. As some authors notice [25, 44], quantification and the role of numbers in 

knowledge-production have been widely studied, in particular in sociology, over a long period of 

time. So, referring to Porter (1995), Kennedy and Hill [25, p. 831] recount his arguments about 

faith in numbers that are equally relevant for digital data, addressing challenges that laypersons are 

facing being exposed to these numbers and the necessity of understanding and interpretation of 

these. Furthermore, as Engebretsen and colleagues [12] argue, datafication understood through 

quantification also allow “an increased accessibility of public data and easier ways of mediating 

them through a growing array of visualization tools.” (p. 1) At the same time, digital data can be 

produced within the material infrastructure, for example through sensors [e.g. 32]. For some of the 

authors of the analysed research articles, data, therefore, do not only acquire material properties of 

the goods such as water, distributed through the infrastructures, but as new agents also change and 

create new relations. At least in the context of infrastructure studies, datafication, thus, draws on 

power generated and available through the materiality of infrastructures and goods turned into data 

within these. Infrastructures and goods are one example of the phenomena that allow, enable 

quantification and datafication processes. Quantification, in that context, takes place in accordance 

with existing measurement standards [for example, meters of water pipes in the example by 47]. 

Through such conceptualisations, rather technological aspects of datafication are being put 

forward, while digital data, their properties, and applicability for practical use —for some of the 
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authors—and technologies or infrastructures—for others—become central objects of their 

empirical studies. 

 

5.2.2 Datafication, technologies, and experiences with these 

Conceptualisations of datafication processes developed by Couldry and colleagues (e.g. also 

Couldry & Hepp, 2017) are expanded on by some authors of the sampled literatures [see e.g. 1, 3, 

12, 15, 30]. In this research, datafication is specifically understood through practices and 

technologies [e.g. 3] or as a part of ‘deep mediatisation’ (Hepp, 2016) [referred to in 13]. These 

authors are particularly interested in one form of digital data, conceptualised as digital traces for 

example by Couldry and Hepp [13], to whose work Hand and Gorea [15, p. 669] refer, proposing  

“if digital traces are derived from “disparate kinds of data that are generated by our practices 

in a digital media environment” (Couldry & Hepp, 2017, p. 162), […] it is imperative to 

understand how data are generated by individuals, and what the relations between everyday 

practices, devices, and data are.” 

This quote also illustrates the connection between digital traces, empirical practices and 

technologies that are central for the understanding of datafication discussed in this paragraph. For 

Hand and Gorea [15] digital traces can be exemplified as “e-mails, texts, tweets, and tags visible in 

social media but also obscured locational, transactional, and temporal metadata” [p. 666, see also 1, 

13]. Baack [2] further points out how digital traces left by people “are often unconscious and not 

meaningful to them” (p.2) and detached from the lived experiences. 

The definition of datafication by Williamson as “ways of seeing, understanding and 

engaging with the world through data” [7, p. 129] further illustrates how human behaviour and 

methods used to render these data accessible for further analysis are being datafied [31, 46]. 

Similarly, Pierlejewski [37] expands on the definition of datafication developed by Cheney-Lippold 

as “the transformation of part, if not most of our lives into computable data” (Cheney-Lippold, 

2017, p. 9) [cited by 37, p. 2]. Quantified self may be viewed as another prominent example where 

behavioural data become quantified for different reasons and in order to achieve a variety of goals. 

Parisi and Comunello [35, p. 69] theoretically explore the multiplicity of motivations guiding 

individuals to render their behaviours assessable to the quantitative analysis by creating digital data 

about these behaviours. Gerhard and Hepp [13] elaborate on the recursivity of data in context of 

quantified self as they draw a circle of “discursively contextualized practices that are deeply 

entangled with the respective tracking repertoire”, where data offer feedback to the practices, 

orientation for desired practices, and execute control required to reach desired data (p.691). The 

idea of digital traces (as developed by Couldry & Hepp, 2017 e.g. referred to by [13]) illustrates this 

relation of an individual’s behaviour “and subsequent software-based analysis by means of apps and 

online platforms” [13, p. 684]. However, as Baack [1] points out in the context of data activism, 

affordances of digital data formats do not necessarily have to lead to negative consequences, but 

may as well allow for more agency, transparency, and “creating ‘actually existing alternatives’ to 

established forms of knowledge production and circulation” (p. 8). Nevertheless, critique of 

datafication processes is prevailing in the sample of analysed literatures. Similar to how Gerhard 

and Hepp [13] describe quantified self, Leurs [29] addresses data mining as partial, subjective, and 

“power-ridden” (p.133). 

Finally, close to a definition of datafication through quantification of everything is another 

conceptualisation, e.g. offered in my literature sample by Heeks and Shekhar [18]. It attends to the 

“growing volume, velocity, variety and visibility of data, with greater use of new forms and streams 

of data in decision-making (Heeks, 2018)” [18, p. 993]. Connecting this conceptual understanding 

of datafication with possibilities of empowerment as well as risks of growing inequalities, the 

authors not only view datafication as a technological process, but also address its implications on 

various elements of a data assemblage [18, p. 995]. As discussed in chapter 2 of this thesis, some 

concepts of datafication focus primarily on technological processes enabling operations with greater 
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quantities of digital data in shorter periods of time. While, for example, the latter quote illustrates an 

application of such a conceptualisation, both the authors of this contribution and others view these 

technological possibilities as situated more broadly in the society. In the sampled literatures, even 

when used definitions of datafication foreground technological possibilities of datafied 

infrastructures such as increase in volume, velocity, variety, and veracity of data (Gitelman, 2013), 

either various societal implications of such technological processes are foregrounded, or the authors 

also offer explicit and implicit critique of such technological understandings [see e.g. 13, p. 688]. 

Within this cluster of conceptualisations, datafication processes are, on the one hand, centrally 

addressed through technological transformation underpinning these processes: material and data 

infrastructures, in which data are being generated either through sensor devices or through user 

behaviour, digital data moving across these infrastructures. On the other hand, these technologies 

and digital data are addressed in their interrelation with various actors, whose behaviours, practices, 

and experiences—not at least with the said technologies—are being rendered into data. 

 

5.2.3 Datafication and economic issues 

Other scholars turn to inherently social and critical conceptualisations of datafication developed by 

van Dijck and colleagues (e.g. van Dijck, 2014; van Dijck & Poell, 2013) that foreground the 

complex power relations, commercialisation, and commodification developing, alongside, through, 

and within empirical datafication processes [see 2, 5, 11, 12, 20, 26, 28, 30, 45]. For example, 

building on van Dijck and Poell (2013, pp. 9–10), Duguay [11] addresses datafication as “the 

rendering of social media activity into commodifiable data, presented as a raw representation of 

popular opinion in real time” (p. 22), thus relating datafication processes to commercialisation and 

for-profit value extraction from digital data. Similarly, Jackson and Kuehn [20], also quoting van 

Dijck (2014), address datafication as “the collection, storage, usage and/or sale of user data for the 

purposes of profit generation” (p. 422). Thus, besides quantification, another concept closely 

related to datafication in the analysed sample, is commercialisation. In contrast to previously 

discussed conceptualisations, commercialisation clearly addresses economy, its role in various 

aspects of social life, and the ways digital data and datafication processes are relevant for both. 

Previous paragraphs addressing datafication technologically (as greater volume, velocity, veracity) 

and through quantification (data as machine-readable) illustrated how digital data can be more 

easily, faster, more efficiently connected to each other for processing. 

In relation to the concept of commercialisation, datafication processes, enabling and 

enabled through digital data, facilitate value creation from these (see also Sadowski, 2019). Putting 

the concepts of datafication and commercialisation in relation to one another, therefore, allows the 

authors of the analysed literatures to interrogate what role in value creation processes is attributed 

to data. For example, Pybus et al. [39] alongside with other scholars [e.g. 10, 25, 28] critically attend 

to datafication as value extraction and argue that the value of data originates from the ability of 

companies, processing the data, to re-combine and relate different points to one another in a 

manifold of new ways [39, p. 3]. As Chen and Qiu [8] argue, however, human actors are extensively 

involved in this process of value creation: “the source of power for digital platforms – datafication 

– depends not only on algorithms, technology, and non-human natural resources, but also, more 

crucially and intensively, on humans themselves” (p. 287). They draw attention to datafication both 

as value extraction and exploitation of labour. Other authors explore how activists develop 

communities and services built on data infrastructures and how within these they resist 

commercialisation [20, 27]. For example, Kannengießer [23, p. 6] addresses commercialisation of 

data through the voices of data activists, who build awareness about the ways big tech companies 

extract value out of the data without giving any account of it to their users. With another example 

of data activist practices, Jackson and Kuehn [20, p. 421] notice how datafication, meaning here 

usage or sale of data stored by privately owned companies, alongside with venture capital, are the 

prevailing funding approaches in current economies. Analogous to this argument, Lehtiniemi [27, p. 
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635] explores how some businesses, such as personal data spaces, are not able to escape the 

pressure of datafication and instead imagine alternative strategies to redistribute the value of data 

processing, usage, and sale in different ways, granting their customers some more possibilities to 

decide, how exactly their data will be used and monetised. Not in the context of data activism but 

in a study of businesses, Beer [5, p. 30] also states that for many companies providing data-driven 

services to comply with the principals of datafication—fast-paced data processing, use, and sale—

remains the only survival strategy. 

Another perspective on the relations between the concepts of commercialisation and 

datafication offer Masiero and Das [32] in their analysis of anti-poverty programmes addressing the 

ways in that economic, material values (in this case material goods distributed through anti-poverty 

programs) are related to data. 

“The lens of datafication, largely used to interpret development in the domain of market and 

business intelligence, thus acquires a specific meaning when placed in the context of anti-

poverty programmes. Such a meaning is centred on the twofold act of recognising beneficiaries, 

allowing to discriminate (for example through income data) the entitled from the non-

entitled, and assigning the right entitlements to each of them” ([32], p.918, original emphasis). 

In this sense, datafication processes reinforce existing inequalities in cases where both power over 

data and power over material goods is concentrated in the hands of the same actors. Similarly, 

Halkort [14] underscores how in the case of “datafication in the lives of Palestinians[, e]very 

attempt to measure and document their lives is read through the matrix of wider geopolitical 

interests and the historical experience of displacement” (p.322). This cluster of conceptualisations 

of datafication processes switches attention from the impact digital data make on individuals and 

societies to the political, historical, cultural, and economic processes in which data are being 

attributed to people and ‘impact’ attributed to data. 

 

5.2.4 Re-situated conceptualisations of datafication 

The overview of conceptualisations of datafication, related concepts, and terms provided above 

focuses primarily on those concepts the authors of the sampled literatures refer to as a starting 

point for their empirical investigations. In most publications, further, empirically driven 

understandings of datafication have been articulated that situate discussed definitions within 

specific empirical sites of practice examined by the authors. The remaining part of this section 5.2 

attends to these empirical, re-situated understandings. Following Latour’s (2004) argument about 

critique that needs to attend to concerns rather than facts, the understandings of datafication 

processes are clustered according to six concerns relevant for my analysis:  

1) concerns about the implications, effects of datafication,  

2) concerns about individuals, their identities, everyday practices, and subjectivities,  

3) concerns about social justice and actionability17,  

4) concerns about power distribution,  

5) accountability of various actors, and  

6) concerns about “objectiveness” of datafication processes and digital data enabling these.  

Some of these concerns directly respond to the conceptualisations discussed so far based on 

previous work in data studies. Others, such as concerns about accountability or “objectiveness”, 

while being an integral part of some of the discussed conceptualisations, are only being put to the 

fore effectively in re-situated, empirical perspectives on datafication processes. In the following, the 

analysed academic articles are synthesised alongside these six concerns. 

Within the sampled literatures, concerns about implications of datafication processes are 

described and situated differently, ranging from temporal and spatial transformations to 

 
17 The use of the term ‘actionability’ here is expanding on the concept data valency of actionability introduced 
by Fiore-Gartland & Neff (2015). 
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implications for democracy. Some scholars addressing implications of datafication emphasise 

different, new temporalities that datafication enacts [e.g. 7, 11, 15]. For example, Candido [7, p. 

149] in her study of datafication in education, notices that data produced at schools and later used 

for planning and setting targets for upcoming years are temporally disconnected from people 

(educators and students). Duguay [11] provides another example, discussing how platforms give 

their users “sense that the news stories displayed are occurring live” (p. 27). Other authors 

underscore new spaces in which various actors acting upon data come together to perform or resist 

datafication processes [e.g. 2, 16, 18]. Finally, in some of the analysed articles, particularly possible 

negative implications of datafication processes are addressed, such as frictions within the societal 

domains in that it is performed [46, p. 462] or risks for democratic values [41, p. 10]. Thus, 

definitions of datafication processes concerned with their societal implications and situated in 

specific empirical sites of practices for which these implications are important, emphasise the 

relations between individual actors (educators, students, platform users, activists) among each other 

and to further, collective actors (schools, social media platforms, public authorities, and democratic 

societies). The authors consider how datafication processes reconfigure these relations between and 

among individuals and other kinds of actors. 

Closely related to the examination of implications of datafication is an analytical focus on 

datafication processes in relation to the subjectivities and identities of individuals and the ways they 

configure/shape each other [1, 3 6, 13, 15, 25, 37]. For example, Barassi [3] emphasises how 

datafication is shaping citizenship in her analysis of ‘datafied children’:  

“[i]n order to understand the emergence of the datafied citizen, instead, we have much to 

gain if we focus on process, on the multiple ways in which individuals are being turned into 

datafied citizens, on the policies and political economic structures that make this datafication 

possible, and on the lived experience of this techno-historical transformation” (p.426). 

Others take as a starting point in what Roberts-Holmes and Bradbury [43] notice in regard to 

datafication yielding changes in values and subjectivities in the educational domain [see 6, 37]. 

Baack [2] specifically attends to people’s skills required to act within datafication processes, while 

e.g. Kennedy and Hill [25] attend to the affective side of lived experiences in datafied societies. The 

authors addressing datafication processes in relation to individuals’ subjectivities are warning against 

reducing people to the ‘datafied subjects’ or ‘data doubles’, underscoring how such datafied 

representations of individuals not only oversimplify complex personalities and histories, but also 

possess normative power to define and categorise individuals “as fitting the norm or deviating from 

it” [6, p. 18]. Closely relating datafication processes to the changing subject and object positions 

people acquire through these, the authors explore datafication from the lens of the everyday: 

ordinary, routine activities, feelings, and perceptions through which these subject and object 

positions are continuously being renegotiated. 

Authors attending to datafication from the perspective of social justice and actionability 

discuss inequalities as well as empowerment, participation, and practices of resistance performed by 

actors facing datafication processes in their lives. For example, Heeks & Shekhar [18] highlight 

different perspectives on datafication in international development: those attending to possible 

positive ‘impacts’, and those focusing on concerns related to these processes, the latter being about 

e.g. inequalities and exclusions. With their proposed conceptual model of data justice, the authors 

aim to provide an analytical tool for studying ‘data systems’ with regard to related “rights, 

structures, interests - in order to fully understand the implications of datafication” [18, p. 1007]. 

Dencik et al. [9] address datafication together with the commercialisation through the lens of data 

justice, arguing that the data-based economy drives not only privately owned, commercial 

companies, but also other actors, to join the race. Similar to the argument made by Masiero and 

Das [32], Dencik and colleagues [9] outline how forms of data-driven governance produce 

economic inequalities. Recounting not only negative, but also generative implications of 

datafication processes, other authors address new modes of participation and ways to engage with 
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data [7, 24]. Others, e.g. Baack [1], Kannengießer [23], Lehtiniemi and colleagues [27, 28] address 

various kinds of agency that activists and other stakeholders facing implications of datafication 

processes have and how they perform and/or resist datafication processes aiming to achieve more 

social justice. Pybus et al. [39] explore the possibilities to ‘give back’ and create access for people to 

their digital data and the ways such research interventions allow “to critically engage power-

knowledge relations” (p. 8). Based on the discipline and research interest, some authors highlight 

how political actors become actionable and act upon datafication processes, while others primarily 

examine how actors such as activists or researchers alike exercise actionability by resisting, gaming 

‘data systems’ and their extractive politics, and developing workarounds. Overall, concepts about 

datafication empirically situated through the concerns about justice and actionability underscore 

first, datafication as political processes, and second enactment of datafication as an ethical, moral, 

and normative issue. Can ‘datafication’ be productive if someone gives people their data ‘back’? 

Should governments and public authorities have stakes in data-driven economy? While the authors 

propose practical, empirically grounded answers to these and similar questions, defining 

datafication processes as a concern about data justice and actionability they initiate discussions 

about the ways we as a society imagine just datafied futures and what we ought to do in order to 

reach these futures. 

Scholars focusing on datafication in governance and policies address datafication as 

concerns about power and accountability. They explore and reconstruct various datafied regimes 

inscribed within and performed, enacted by these policies [e.g. 17, 36, 43]. Candido also argues that 

“[d]ata is used as a technology of government” (referring to works by Miller and Rose, e.g. 1990; as 

cited in [7], p. 129), therefore allowing for surveillance, monitoring, and control both on the state 

level and within schools [7, p. 151]. Similarly, Masiero and Das [32] refer to datafication through the 

idea of ‘seeing like a state’ and consider datafication “as an integral part of the policies […]” (p. 

929). The vision they propose “frames datafied infrastructures as related to the political decisions 

behind them, which illuminates the dynamics of economic governance […] that such 

infrastructures advance” (ibid.). Takayama and Lingard [46, in contrast, showcase “the severely 

curtailed ways in which datafication has been enacted in the Japanese education system” (p. 462) 

and critique primary focus on negative implications of datafication common in Western academic 

discourses, specifically addressing education and educational governance (p. 465). Different authors 

are also concerned with the changing meanings of citizenship [e.g. 3, 26, 32, 41, 47]. These 

concerns by and large can be summarised by the following quote by Taylor and Richter [47] 

highlighting how citizenship is being defined based on digital data available to the states: “[t]he 

power to define knowledge is also related to that of defining citizenship: who counts in the datafied 

city is determined, to a great extent, by what is counted” (p. 722). Analytical attention to 

datafication in governance and politics, second, addresses concerns about (state) surveillance, 

dataveillance, and “shareveillance” (Birchall, 2016, p. 1; as cited by [14], p. 322) [see also 14, 26, 36]. 

For example, Lee [26] discusses perils of datafication by exploring Chinese social credit system that  

“institutionalizes dataveillance via datafication, and enacts social control upon its subjects. At 

another, how citizens respond to the system on a daily basis demonstrates adaptive self-

surveillance, and how data-driven authoritarianism becomes deeply embedded and 

programmed into individuals” (p. 964). 

Halkort [14, p. 322] also points to the involuntary conditions under which people become datafied 

subjects of state control. In relation to both surveillance, control, and accountability, Piattoeva [36] 

also emphasises the argument made by Halkort addressing mistrust arising from the use of 

technologies and data infrastructures. In a different example of voluntary data sharing, Jackson and 

Kuehn [20] discuss how privacy “becomes yet another social stratifier that disenfranchises those 

who often have the most to lose” (p. 424). Bayne at el. [4], outlining a picture of the future of 

education argue for new regulations that go beyond privacy, but protect against the categorisation 

of individuals based on surveillance technologies (p.104). While in the previous paragraph political 
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aspects of datafication processes have been discussed in relation to kinds of actions taken upon 

these processes, authors examining datafication as a concern about power and accountability 

illuminate how data politics are being negotiated both in research and practice and how data are 

being (arbitrary) attributed to people and things. Such understandings of datafication situated within 

distributed power relations of various—collective—actors such as governments, public authorities, 

and states, allow to raise questions about who holds positions to enable datafication processes, who 

is counted, and to what extent the voices of the latter are accounted for by the former. 

Other scholars [e.g. 6, 7, 8, 42, 44, 51] address shifts in accountabilities enacted through 

datafication processes related to policies and governance across various societal domains, as the 

authors notice how both agency and power of such actors are distributed. Summarising this point 

Candido [7] addresses “the redistribution of agency across socio-technical networks, compounded 

by human and non-human actors” (p. 150), in this case e.g. algorithms for allocating schools’ 

resources based on data. Bradbury and Roberts Holmes [6, 42, 44] further the argument by turning 

attention to the quality assessment of educational organisations based on their digital data and the 

related shifts in defining the most important aspects of education.  

“This shift demonstrates how datafication and schoolification both reproduce the other – 

literacy and maths are more easily translated into numbers, while their increased prominence 

in assessments encourages teachers to spend more time on these ‘core’ subjects.” [6, p. 16]. 

Similarly, Winter [51, p. 57] addresses datafication with a focus on assessment data used for 

educational governance through references to concepts developed by Lingard (2011). Some other 

authors also put forward the need and the lack of regulation required to hold some actors 

accountable for the ways in that they perform and enable datafication processes [e.g. 8]. The 

‘distributedness’ of power and accountability highlighted in this paragraph shines the light on non-

human actors such as data and algorithms, their agency within datafication processes. 

Finally, as mentioned earlier in this section, many authors of the sampled publications offer 

critique of the seminal definitions of datafication, addressing their insensitivities towards agency 

distribution and related shifts in power relations between those affected by datafication processes 

and those holding power to enable these processes [e.g. 10, 13, 25] and emphasising limitations of a 

‘technological’ understanding of datafication processes [e.g. 5, 24, 29, 32, 47]. Such understandings 

of datafication are primarily concerned with the arguable claim of ‘objectivity’ of datafication 

processes. For example, Kelly and Noonan [24] warn against “the trap of treating “data” as an 

unproblematic “given” or as something that faithfully reflects an underlying organizational reality” 

(p.873). In the hindsight of this critique, the concept of datafication both at empirical sites of 

practice and in research, is addressed by some authors as an episteme with the help of which 

various actors understand the world [e.g. 7, 34, 36, 46, 47]. For example, Baack [2] discussing data 

journalism and civic tech activists, not only addresses their partnerships, but also the ways in that 

“[a]s a powerful emerging knowledge logic, datafication fundamentally affects how we 

collectively make sense of, and engage in our social worlds. Both data journalists and civic 

technologists aim to produce knowledge in the public interest and their entanglements affect 

the wider process of knowledge production and circulation in datafied publics” (p.2). 

The quote illustrates how datafication can be understood as a way of ‘seeing the world’ through 

digital data and how practitioners from various societal domains such as activism and journalism, in 

this case, are affected by datafication processes in their practices of knowledge production. 

Translating this argument to academic knowledge production, application of the concept of 

datafication also implies certain view on the roles of digital data in social realities. An explicit 

reflection on the applied and developed conceptualisations of datafication and the ways these were 

developed empirically, may allow for a more empirically grounded understanding of datafied 

societies that is detached from the big tech industry discourses hailing datafication processes in 

form of data mining and data analytics (see Whittaker, 2021 for similar critical analysis in relation to 

‘AI’). In line with this argument some other authors of the sampled literatures expand on the 
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understanding of digital data or algorithms as assemblages, underscoring the socially embedded 

view on digital data and technologies [e.g. 17, 35, 45]. 

In sum, my analysis shows how, within the emerging field of datafication research, a 

number of overlapping concepts and related discourses co-exist. So, the concepts of datafication, 

quantification, commercialisation, and to some extent also concepts addressing digital data, such as 

digital traces or data assemblages, overlap in the sample of analysed publications. Putting these 

concepts in relation to each other allows to better understand the concept(s) of datafication in 

multiple ways. First, by drawing connections between datafication and established concepts such as 

quantification and trust in numbers, current datafied processes can be situated historically both at 

empirical sites of practice and in academic practices of knowledge production and discourses. 

Second, positioning datafication amidst other concepts allows to interrogate how datafication is 

connected to power issues. While for some researchers—using concepts such as commodification 

and commercialisation alongside with datafication—power is derived from economic value and 

value extraction mechanisms, for others power is rooted in the positions some actors hold, e.g. 

governments. Common to most is recognition of power acquired through the technological means 

that allow speedy processing of big amounts of data required and supporting the goals and values 

of actors holding that power. Finally, attention to the concepts such as data justice and data 

colonialism not only situate datafication processes historically, but also demonstrate the 

shortcomings of other conceptualisations and shed light on the leeway for agency and resistance 

power-less actors have when confronted with datafication processes. 

Multiple authors of the sampled literatures draw on several definitions of datafication and 

provide their own, empirically situated understandings of datafication processes. Such empirical 

situating can be seen as critical reflection on previous scholarship and further theory-building about 

datafication processes. Moreover, my synthesis draws attention to a dual understanding of 

datafication as an empirical phenomenon and an epistemic, discursive lens used both by academics 

and practitioners (see also Kitchin, 2014b, p. 3). Particularly in theoretical discussions on the 

relation between datafication and quantification the latter understanding becomes especially 

tangible. As a way of “seeing, understanding and engaging with the world through data” [7, p. 129] 

datafication is about the process of translation (see Freeman, 2009 for various conceptualisations of 

the term) of the world into data and vice versa: by theorising and empirically investigating 

datafication processes, scholars also participate in this translation. Here, translation can be 

understood as work of relating various elements of datafication processes to one another, such as 

relations of affiliation and membership (such as citizenship), relations of attribution, and relations 

between the social reality as it and as it ought to be. In the following section I discuss in more detail 

based on my sample of academic articles, by which means and in which empirical domains, 

according to my sample of literature, datafication both as an empirical process and as an episteme 

render individuals and societies into data. 

 

5.3 Datafication of what: identifying core elements of datafication processes 

After situating various understandings of datafication processes conceptually, I explore empirical 

cases presented in the analysed literatures. The explorative keyword co-occurrence analysis 

presented in the section 5.1 of this chapter indicates, first, that datafication scholars conduct their 

research projects across various societal domains and with various actors. Second, the authors of 

the sampled publications offer a variety of answers to the question of what they are talking about 

when talking about empirical datafication processes. In order to cluster the literatures according to 

these two aspects, I examined research goals, questions, objects of study, and samples or case 

studies as articulated by the authors in their contributions. This section specifically addresses the 

actors and empirical sites of practice as elements of methods assemblages enacted in empirical 

research reported in the sampled publications. 
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5.3.1 Empirical sites of practice 

Most authors address work practices of professionals in various societal domains, listed in Table 5-

2: the authors either focus on professionals and laypeople, including their experiences with 

datafication or on policies and non-human rather than human actors. 

Research within some of these domains requires from scholars particularly detailed ethical 

considerations, e.g. when working with some activist communities [e.g. 23]. Further, some authors 

also report how state regulation restricts possibilities of academic inquiry [e.g. 26, p. 957-958]. A 

number of scholars specifically attend to the roles of study participants in their research [e.g. 4, 39], 

aiming to involve studied people and communities in the research process not only as informants, 

but also enable them to make decisions regarding the research processes and their individual 

activities in line with participatory research approaches (discussed in more detail in the next section 

5.4). For example, Bayne and colleagues [4, p. 95-96] extensively report about the roles of the 

student research assistants in the data collection and data analysis processes, underscoring how the 

students’ perspectives merged into the analysis of a campus social media site YikYak. Finally, while 

empirically attending to various societal domains, authors of the sampled literatures also aim with 

their articles to provide insights, guidelines, offer critique, and outline possible futures not only 

relevant for the academic communities, but also for the study participants [e.g. 12, 14, 18]. 

 

Table 5-2 List of societal domains in which datafication processes were studied by the authors of sampled research 
articles 

Experiences and practices of professionals 

journalism  [1, 2, 12, 38]  

data activism  [1, 2, 9, 27, 28, 49]  

education  [6, 7, 16, 33, 50, 51]  

software development  [4, 5, 22, 31, 40]  

politics/public administration  [8, 14, 17, 24, 41, 46, 47]  

Lived experiences of laypeople 

self-tracking  [13, 14, 21]  

social media  [29, 35, 39]  

affect  [19, 25, 45]  

information and communication technologies for 

development (ICT4D) 

[14, 32]  

Policies 

education  [36, 37]  

beyond educational context  [26, 41]  

 

Along the lines of the categorisation according to societal domains also lie the distinctions 

in the sample in regard to the means by which these domains, people, and things are being rendered 

into data and back. For example, some scholars, primarily attending to the practices of ordinary 

people or professionals affected by datafication processes, explore social media platforms and their 

algorithms [e.g. 4, 11, 29] or various kinds of software, digital ‘tools’, and applications and how 

these are used by these people [e.g. 1, 2, 14, 45]. So, Bayne and colleagues [4] ask in their research 

article about a disappeared (and re-activated at the time of writing18) campus social media YikYak, 

“what might be at stake in the loss of anonymity within university student communities in a 

datafied society?” (p. 92). In another contribution, Saariketo [45] questions “how avid users of ICT 

encounter self-monitoring data of their ICT use and what kind of possibilities for reflection are 

 
18 In 2021, YikYak has been re-activated: https://yikyak.com/the-yak-is-back (accessed 08.02.2022). 

https://yikyak.com/the-yak-is-back
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hereby enabled” (p. 126). In these articles, social media and other applications used by different 

groups of people can be understood as means through which the everyday lives of these people are 

being affected by ongoing datafication processes: for Bayne et al. [4] the changes in platform 

anonymity policies constitute a research case for studying ongoing datafication, while Saariketo [45] 

is interested in the ways people reflect on their datafied experiences. 

Other examples highlight algorithms applied in different information systems and 

categorisations, metrics these algorithms include, as means constitutive to datafication processes. 

For example, Maasø and Hagen [30] ask  

“[h]ow are metrics of streaming usage influencing strategic choices and actions taken by 

stakeholders in the music business, and what are the relations between the metrics of 

streaming and the algorithmic affordances of music distribution in music-streaming services” 

(p. 19). 

Lee [26] examines “how China uses a social credit system as part of its “data-driven 

authoritarianism” policy” at the same time underscoring the recursive relation between policies and 

scoring system as “datafication […] offer[s] the Chinese state a legitimate method of monitoring, 

surveilling and controlling citizens, businesses and society” (both p. 952). This research attends to 

the ways in which algorithms are ordering social phenomena, categorising, and labelling people and 

their activities, critically engaging with the politics of data. 

Few authors interested in people affected by datafication processes, specifically examine 

the ‘impact’ of these processes on individual’s and organisational practices, while policy documents 

and policy/governance initiatives can be understood as means by which manifold empirical realities 

are being translated into data and back again [e.g. 7, 33, 37]. This research is not only engaging with 

the politics of data, but also with political, economic, and social contexts in which data and 

technologies enabling datafication processes are situated, in which the use of these technologies, the 

meanings and representations of data are being negotiated and renegotiated. For example, in her 

article Neumann [33] explores how schools face policy changes. She explores how 

“macro-level policy changes affected the daily operation of an English secondary school and 

inquires as to how the expectations posed by accountability policies, the norm of data-driven 

education management, and the school’s student grouping practice are interrelated” (p. 2). 

Others, while investigating practices and imaginaries of technology providers, address data 

infrastructures, both developed for commercial purposes [e.g. 5], state-enabled [e.g. 24, 32], and 

civic, activist ones [e.g. 20, 27] or those developed and maintained by a combination of various 

actors [40, 47]. So, in their analysis of a water supply system, Taylor and Richter [47] aim to  

“examine the struggle over what is counted, and who is included, in the context of 

Bangalore’s urban water system and the city authorities’ engagement with data technologies 

to reorganize and document the system’s functioning” (p. 722). 

As the quote summarising the authors’ study goal illustrates, the data infrastructures of the 

researched water supply system are an object to change and negotiation in the political practices of 

the city authorities. These data infrastructures encompass both water pipes, cables, and sensors 

measuring and controlling “water leakage” [47, p. 727]. At the same time, the data generated 

through the sensors and the ways these data are processed and used by the involved actors, are 

constitutive to the whole process of public water distribution. Within this research strain, a few 

authors specifically interrogate the data infrastructures’ non-human, technological elements [e.g. 

36]. For example, in an article addressing the role of surveillance cameras in Russian national 

education testing, Piattoeva [36] asks, “what difference video surveillance technology is expected to 

make to other agents’ action” (p. 83). Similar to other examples of datafication scholarship 

discussed here, contributions viewing data infrastructures as means enabling datafication of various 

societal domains, underscore an understanding of datafication as recursive, social processes that not 

only affect social practices and social actors, but are being performed in socio-technical systems in 

which agency and power are distributed among humans and non-humans. 
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So far, in this section I discussed the societal domains focused on in empirical datafication 

scholarship, and what is seen by the scholars as means enabling datafication processes (and, at the 

same time, enabled by them) like software, algorithms, data infrastructures, and policy documents. 

My analysis shows that not only technologies are understood as means constitutive to datafication 

processes, but also policy documents and initiatives within which these documents are being 

negotiated and developed. It underscores the recursive, performative ways in which datafication 

processes are intertwined with social realities across a variety of societal domains. 

 

5.3.2 Actors and how these are addressed in empirical studies on datafication 

Interrogating the means of rendering social realities into data addressed in datafication scholarship, 

I already mentioned some of the ‘units of analysis’—who or what are the authors attending to in 

their research. Policy documents, systems’ interfaces, and other publicly available documentation 

presenting reports about planned or ongoing datafication processes (e.g. media coverage) can be 

seen as an example of such a unit of analysis within the sample [e.g. 5, 8, 11, 36, 37 in the sample]. 

These foreground imaginaries and inscriptions of datafication processes in information systems. 

Most of the authors of remaining contributions view practices and perceptions of either individuals 

living and working in different societal contexts or other, collective actors such as schools or public 

authorities acting in the face of datafication processes, as their units of analysis. Some other authors 

specifically address certain socio-technical systems such as data analytics in public services [e.g. 10, 

24]. In the analysed contributions, most authors address these units of analysis as a part of their 

research goal and the sampling strategy or case study. In the remainder of this section 5.3 I 

synthesise the literatures to explore how datafication processes performed through software, 

algorithms, policies, and data infrastructures, can be reflected upon methodologically across the 

identified societal domains. 

Within the discussed societal domains, the authors address various groups of people 

involved in, enacting, and acting within datafication processes. Table 5-3 summarises different 

kinds of human actors—laypeople and professionals—who have been relevant for empirical studies 

of authors of sampled publications. Finally, some datafication scholars primarily investigate social 

media from various perspectives, including their interfaces, companies providing such services, but 

also their users [4, 11, 29, 34, 35, 39]. 

These listings indicate a disbalance in the sampled literatures between studies focusing on 

‘ordinary people’, their uses of various technologies enabling datafication processes, and everyday 

experiences with these on the one hand and a majority of studies investigating work practices of 

various professionals, both facing implications of datafication processes and enabling these due to 

their affiliations with technology providers or political, public actors on the other hand. Many of 

the analysed contributions focus professional activities within various societal domains such as e.g. 

journalism or education. 

 

Table 5-3 List of actors addressed in the sampled studies on datafication and respective references 

Laypeople  [e.g. 13, 14, 15, 19, 21, 25, 32, 35, 45] 

Professionals 

Journalists  [e.g. 1, 2, 12, 38]  

Activists  [e.g. 1, 2, 9, 23, 27, 28, 49] 

Educators  [e.g. 6, 7, 16, 33, 50, 51]  

Software and infrastructures providers [e.g. 22, 31, 40]  

Policy-makers or public servants  [e.g. 14, 17, 24, 41, 46, 47]  
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Further analysing this disbalance, in my reading of the sampled contributions, informed by 

a methods’ performativity approach and theories of practice, I distinguished between studies with 

following three kinds of research goals: 

• First, some scholars investigated lived experiences and practices of individuals [e.g. 2, 3, 7, 13, 14, 

15, 19, 21, 25, 29, 30, 35, 39, 45, 51].  

• Second, research interests and goals aiming to understand organisational practices, the ways datafication 

processes are performed, renegotiated, and resisted within and by various commercial, public, or 

nongovernmental actors, in some studies conveyed through individual representatives of the 

professional groups [e.g. 6, 7, 10, 12, 16, 17, 20, 22, 23, 24, 27, 28, 31, 38, 40, 41, 46, 47, 48, 

50].  

• Finally, another strain of research foregrounds ‘impact’ of datafication processes—their socio-

political, socio-economic, and socio-cultural implications on bigger groups of people [e.g. 4, 18, 27, 32, 33, 

34, 36, 41, 42]. 

 

As these listings of sampled articles suggest, some researchers connect their research interests in 

collective perspectives and practices to individuals’ experiences of being affected by datafication 

processes. So, Bradbury [6] in her analysis of yearly year education in Britain, asks “how schools 

and nurseries are subject to the demands of data, and how this produces data-driven teacher 

subjectivities and a ‘data double (…) of each child” (p. 7). Providing an overview of several research 

projects, the author is interested in the ways schools and nurseries are affected by datafication 

processes manifesting in demands of data and how these processes ultimately relate to educators’ 

subjectivities. Similarly, Macgilchrist [31] in a study of edtech (educational technology) providers 

also relates providers’ perspectives to the experiences of individual employees in her research 

question: “how these individuals express a commitment to ethics and equity” (p.78). In an analysis 

of these perspectives, however, Macgilchrist [31] addresses software providers as a company and a 

coherent actor, rather than an individual person: “The first data story concerns a for-profit data-

driven literacy platform. It describes itself as being built around collaborative and self-paced learning 

[…]” (p. 79, emphasis added). At the same time, the author also highlights different roles various 

people occupy in edtech industry (e.g. CEO, funders, etc., see p. 81-82, see also [27] for similar 

examples). Such a ‘humanised’, anthropomorphic conceptualisation of collective actors, if not 

explicitly reflected in empirical datafication scholarship, may complicate an understanding of 

collective dynamics, practices, and negotiations required to perform datafication processes. In 

contrast to that Johanes and Thille [22] specifically portray individual education infrastructure 

builders in order to understand their personal positions and values: “[b]y capturing the voices of the 

infrastructure builders in their own words, we can better understand their inner world, the stories in 

which they see themselves as characters” (p.2971). 

Many scholars are interested in organisational practices and perspectives on datafication 

processes. For example, Engebretsen et al. [12], exploring practices of data journalism in 

newsrooms, or Jackson and Kuehn [20], investigating an open source platform cooperative, attend 

to actors that I will call ‘collective actors’ as in opposition to research investigating practices and 

perceptions of individual people. Another example illustrating datafication scholars’ interest in such 

collective perspectives provide Chen and Qiu [8] exploring Chinese transportation platform DiDi 

and asking how  

“does an app-based platform grow into a digital utility provider? What are DiDi’s 

datafication strategies, its complex relationships with the Chinese government as an 

“infrastructural state”, and its labor practices, especially regarding the intensive labor 

performed by its driver-workers? How does DiDi resemble and differ from Uber in the 

platformization of transport?” (p. 275). 
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An empirical investigation of a collective perspective, however, proved challenging for 

several authors. For example, Redden [41] summarises her experiences in building access to the 

public administrations involved in data-driven decision-making in Canada. 

“A combined approach of cold calling based on job title, snowball sampling and approaching 

senior level civil servants proved somewhat successful in gaining access. […] It was difficult 

to find out about the specifics of big data applications from interviews. It also proved 

difficult to find publications outlining government big data applications, a problem that 

exists across nations. For these reasons freedom of information requests were used to collect 

internal documents and communications about big data practices.” [41, p. 5]. 

Such a reporting goes in line with organisation studies and information systems research, arguing 

that socio-technical information systems applied in organisations and public institutions are quite 

complex and manifold; a single person, therefore, is quite unlikely to have an overview over all 

relevant processes and practices (see e.g. Laudon & Laudon, 2020 for discussions on the relation 

between information systems’ and organisational complexity). Other authors of the publications 

sampled for my synthesis, such as Kelly and Noonan [24] highlight research on datafication 

processes as “a complex and difficult process that relied on skill, intuition, and hard-earned 

sensitivity to the intricacies of the empirical context in which we were embedded” and an “outcome 

of careful and painstaking consideration of a range of different perspectives and sources of 

evidence” (p. 879). These quotes indicate not only what skills and resources researchers require to 

conduct empirical work, but also the interconnections and ties between various actors, the 

complexities of their positionings at the empirical sites of practice, and the ways all of these are 

constitutive to understanding datafication processes in relation to collective actors (in the latter 

case, Indian public service organisations). Other authors also mention further challenges of 

studying datafication processes such as restricted access to digital data (e.g. social media APIs, see 

[34 p. 11]), ethical challenges of anonymity and privacy [e.g. 23]. 

For empirical datafication scholarship, these challenges bring into question the ways of 

identifying and defining empirical datafication processes. First, restricted access to actors and 

resources required for research only allow to develop a limited understanding, especially in regard 

to the collective practices and perspectives on datafication processes. Second, due to such a 

restricted access, for some scholars, only individual actors or public documents are available. While 

the former provide valuable insights into personal stories of the study participants and collective 

practices, the latter often transmit a coherent public image of an actor, while internal negotiations, 

conflicts, and practices are written out. As my synthesis illustrates, some datafication scholars are 

specifically interested in such an individual perspective and personal stories [e.g. 22], while others 

(re)produce an anthropomorphic picture of organisations, for example software or infrastructure 

providers [e.g. 5, 27, 31]. 

My literature analysis indicates that while many authors identify datafication processes as 

being enabled, performed, and sometimes resisted by collective actors—commercial or public 

organisations, governments, nongovernmental organisations, and activist communities—these 

authors in many cases attend to individual actors representing only a part of such an organisation in 

their empirical research, rather than investigating the role of collectivity or relations of affiliation of 

these individuals to the collective actors in the development of datafication processes. Another 

strain of datafication research, at the same time, benefits from attention to the individual: scholars 

interested in lived experiences of people affected by datafication processes provide detailed insights 

in practices, agency, subject positions, and affectivities of these people. Furthermore, the analysis 

presented in this section illustrates how scholarly attention is directed at people positioned 

differently in regard to datafication processes: some study participants (e.g. ‘ordinary’ people) are 

primarily seen as being affected by datafication processes in their everyday or professional lives 

while others like technology providers or political actors are rather seen as holding power to 

negotiate and enable datafication processes. In the next section of this chapter, I continue 
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discussing these arguments and elaborate in more detail on the methods and techniques applied by 

datafication scholars to study datafication processes. 

 

5.4 Matters and methods of concern in datafication research 

After I recounted various elements of the methods assemblages: how the authors of the sampled 

academic articles view datafication processes differently, what societal domains they explore, and 

what exactly they do to examine datafication in their research, I finally turn to the methods—

understood here as techniques of data collection and analysis—they apply to identify these 

concerns and study datafication processes. Together with the results of my literature synthesis in 

the previous sections of this chapter, these methods as techniques can be conceived of as elements 

of methods assemblages. In the subsequent, concluding section of this chapter, I construct and 

discuss methods assemblages in more detail. This section is structured as follows. First, I attend to 

the contributions in which qualitative methods such as interviews, sometimes accompanied by 

ethnographic observations, document analyses, or other techniques are reported. These 

contributions, in turn, are grouped alongside the disciplinary and thematic similarities as well as 

kinds of actors involved in empirical research identified in the previous section 5.3. Second, I 

discuss research in that document analysis and policy research served as central techniques for data 

collection [e.g. 5, 36, 37], highlighting the methodological challenges of access to some actors 

enabling datafication processes such as software designers or policy-makers. Third, studies in which 

digital and computational methods were applied as primary techniques of data collection and 

analysis are discussed [e.g. 3, 4, 11]. Finally, publications reporting findings of participatory projects 

applying varying techniques are addressed [e.g. 39]. As some authors present findings from multiple 

projects or applied a number of techniques for data collection and analysis, the studies in the 

following paragraphs are clustered according to the authors’ descriptions of their research design in 

the analysed literatures and my reading of these. Importantly, following the reports on research 

designs provided in the empirical articles, I do not place specific attention here on methods of data 

analysis. The reasons for that are multiple: for example, not all analysed academic articles provide 

enough detail on the analytical techniques; in some publications, applied analytical techniques are 

also used to create research material in the first place. Throughout the section, concerns related to 

datafication processes raised by individual authors are discussed. This section 5.4 summarises such 

concerns and the main methodological issues identified in my analysis. 

 

5.4.1 An overview of methods/techniques 

Most of the sampled academic articles include reports about qualitative research projects, among 

these, authors of 15 articles discuss predominantly single technique of data collection such as 

interviews [9, 12, 13, 15, 16, 22, 30, 31, 38, 40], focus groups [35], content analyses [5, 36], digital 

methods such as walkthrough [11], and theory-based methods such as ‘doppelganger as method’ 

(Pierejilewsky) and ‘countermapping’ (Redden 2018). Over 20 further contributions applied 

multiple qualitative techniques, also including interviews, ethnographies, document analysis, and 

digital methods (e.g. digital ethnography, see [3]). This overview illustrates that the most applied 

technique to study datafication processes is conducting various kinds of interviews with individual 

people involved in datafication processes—those facing implications of datafication processes or 

those enabling these processes through their work practices and positions of relative power. 

Interviews provide insights into everyday practices and perceptions of datafication, into decision-

making processes, dynamics of technology development, and regulation through the accounts of 

involved actors and these actors’ individual as well as organisational values. At the same time, other 

aspects, inherent to the actors’ practices and their tacit knowledge, such as kinds of technologies or 

data they operate with or data representations (e.g. visualisations) they encounter may be bracketed 

out and ‘othered’ in the interviews. For exploring these tacit knowledges, some scholars apply 
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multiple complementary qualitative techniques of data collection alongside with the interviews, for 

example document analyses, ethnographically inspired observations, digital and auto-ethnographies. 

In addition, some scholars used prompts for interviews, for example asking their study 

participants to demonstrate their typical practices of self-monitoring [13] or by discussing during 

the interview data representations produced by the study participants [e.g. 40]. For example, for 

Ratner and colleagues [40] data visualisations as interview prompts allowed  

“to map important decisions and ambivalences when developing visualizations and to get 

accounts of how the designers learned about teachers’ needs as well as how their work 

depends on wider institutional circumstances” (p.26). 

In publications whose authors applied computational techniques together with qualitative 

interviews [e.g. 4, 49] as well as in studies reporting about findings from multiple projects, the mix 

of methods allowed an iterative, abductive research process for different packages of a single 

project or for separate research projects following one another. Some scholars applied interviews 

and surveys [e.g. 4, 6, 27, 48, 50]. The combinations of various methods also allowed to validate 

empirical findings in iterative cycles of data collection. Further, they served to increase 

trustworthiness of results (e.g. by cross-checking information from different sources, see e.g. [41]) 

and to include different voices [e.g. 3, 8]. In addition, some of methodological choices indicate 

different kinds of values that guided researchers in their studies such as empowerment of study 

participants [e.g. 39], providing comprehensive overview [e.g. 10], or empirically validating a 

conceptual framework [e.g. 18]. To analyse the interviews, most scholars applied various inductive 

methods such as thematic analysis [e.g. 9, 16, 35], while some turned to other analytical techniques 

such as rich points analysis [e.g. 31]. Not all scholars provided in their contributions a detailed 

methodological overview over applied techniques of data collection and analysis [e.g. 36]. In the 

following, I discuss in more detail what techniques datafication scholars apply in their empirical 

work and what concerns they raise in these publications. 

 

5.4.2 Qualitative techniques for understanding laypeople 

In their study on digital traces in self quantification, Gerhard and Hepp [13] conducted interviews 

“to focus the research on a limited number of self-trackers and thus gain a deeper insight into the 

contexts of self-tracking and self-quantification” (p.689). With that, personal (hi)stories of self-

trackers and their practices of quantification were addressed. In addition, to explore what digital 

traces self-trackers encounter in their practices, “the participants showed and therefore made 

accessible to us the kinds of traces they produced” (ibid. p.698). The authors describe their study as 

“a reconstruction of users’ everyday practices and their various contexts” [13, p.696]. Similarly, 

Hand and Gorea [15] in their analysis of self-quantification practices, also conducted interviews in 

which study participants were asked to demonstrate technologies they use for self-tracking. Parisi 

and Communello [35] also explore individuals’ everyday experiences of datafication processes with 

particular focus on dating apps and “relational bubbles” –the implications of their algorithms on 

their study participants’ app use. Janasik-Honkela [21], in turn, attends specifically to emotion 

tracking by analysing an emotion tracking app through related web pages and other materials such 

as YouTube videos, and interviews with the tracking app users, additionally exploring app use data 

of anonymous users (p.553). Empirical findings presented in the article primarily address the 

development of the tracking app and experiences of the app creator and app users. Recounting 

negotiations about how to describe and represent emotions in an app in the ways that would allow 

various users to recognise and track their own, particularly negative, emotions and how users 

encountered the outcomes of these negotiations in their tracking practices, the author raises a 

concern, among other, about “significant discords at the interface between the technology designers 

and the emotion professionals” (ibid., p.556) as well as app users at the same time highlighting a 

generative, productive aspects of emotion tracking. 
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Offering another perspective on datafication processes and emotions, Kennedy and Hill 

[25] engage with the various feelings that these processes evoke in people’s everyday encounters 

with data and data visualisations. The authors “captured data about participants’ encounters with 

visualisations in their everyday lives and about their engagement with specific visualisations 

circulating in the everyday” [25, p.836] through diary-keeping and focus groups with the same 

participants. By analysing feelings evoked through datafication processes, Kennedy and Hill [25] 

and Saariketo [45] switch attention in the academic discourses on data literacy by pointing to 

“the consequences of the ways in which people currently learn to relate to data through 

formal mathematical education – namely, it often results in a lack of confidence in numeracy 

skills. In our research, alongside such widespread lack of confidence in statistical literacy, we 

saw emotional relating to data, or feeling numbers” [25, p. 846]. 

Saariketo [45] created a research intervention with a goal of repurposing “the means of datafication 

to create possibilities for people to reflect on what it means in their daily lives” [45, p. 125]. The 

author, however, reports on a disconnect between the study goal to encourage critical reflection and 

the participants’ motivations for taking part in the research project (see ibid., p. 129). So, study 

participants were curious about their app and media use. In the broader context of such 

datafication processes as data tracking and extraction, not only through specific tracking apps but 

also other media applications used in the everyday, this disconnect illustrates how actors affected by 

datafication processes act within these based on their personal interests and values, including affect. 

Further, Hill and colleagues [19] explore emotional implications of datafication processes through 

encounters with journalistic data visualisations. The authors analyse how newspaper readers 

encounter data visualisations that the authors “did not want […] to be defined as “good”” [19, 

p.339], also drawing attention to professional standards and practices of journalists creating such 

data visualisations. 

Another example of research on implications of datafication processes on ‘ordinary’ people 

can be drawn from the contribution by Masiero & Das [32] who address Indian anti-poverty 

programmes, in particular its public distribution system and the related Unique Identification 

Project Adhaar. Conducting interviews with various actors involved in Indian public distribution 

system and attending to their lived experiences and various elements of the systems infrastructure 

(e.g. ration shops, biometric monitoring devices/scanners, etc.), the authors draw attention to legal, 

design-related, and informational forms of data injustice going along with datafication processes. 

Despite interviews being the main data collection technique, in their contribution the authors 

provide details on the historical development and goals of the anti-poverty programmes, unpacking 

datafied regimes inscribed in their infrastructures from the perspective of data justice and raising 

concerns about politics of these regimes [32, p. 930]. 

In sum, authors exploring how datafication processes affect ‘ordinary’ people by applying 

qualitative techniques of data collection primarily attend to the situations in that these people 

encounter digital data, their representations (such as visualisations), and technologies, 

infrastructures that make these accessible. Some authors are particularly interested in the emotional, 

affective part of these encounters and how digital data and datafication processes acquire value 

through affective relations [19, 21, 25, 45], while others explore people’s lived experiences within 

and upon such encounters [e.g. 13, 35]. At the same time, some authors explicitly attend to 

technologies and data infrastructures that make encounters with digital data and their 

representations possible [e.g. 13, 32]. Masiero & Das [32] additionally offer a different approach, 

addressing data infrastructures as a part of historical development and across multiple technological 

actors. 

 

5.4.3 Qualitative techniques for understanding professional practices 

Other authors address professional practices of individuals and collectives in more detail, attending 

either to the implications of datafication processes for various professions [e.g. 30] or to the politics 
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of data these individuals and collectives negotiate and perform, enabling datafication processes 

further. For example, while Hill et al. [19] attended to newspaper readers and their encounters with 

data visualisations, others focus on journalistic—and in some cases also activist—professional 

practices. For example, Engebretsen et al. [12] attend to journalists’ practices of data visualisation 

through interviews with journalists working in newsrooms in Norway, Sweden, and Denmark. 

Through their analysis, Engebretsen and colleagues recount the professional practices of journalists 

not only in creating the data visualisations themselves, but also the encounters with these 

visualisations, e.g. by educating the readers [12, p. 7]. Highlighting the positions of readers who 

encounter journalistic data visualisations ‘on their own’, the authors address concerns of alleged 

objectivity of such visualisations and data literacy required to understand these [see 12, p. 13]. 

Porlezza and Splendore [38] and Baack [1, 2] explore data journalists’ work more broadly. In a case 

study about Italian data journalists, Porlezza and Splendore [38] conducted interviews according to 

a reconstructive approach that allows “exploring different facets of news processes” (p.1238). 

Reconstructive interviews provided detailed accounts of practices, reflections on personal 

(hi)stories of the study participants and addressed concerns about transparency and accountabilities 

of data journalists by underscoring “[t]he heterodox educational path, together with the need for 

specific skills in a highly competitive and professional sub-field” [38, p.1245]. While in the analysis 

the kinds of digital data or methods used by the journalists to collect and analyse these data, 

software, and instruments they used were left out, the authors discuss the interconnections between 

data journalism and politics shedding light on the journalists’ pending between the implications of 

datafication processes on their professional practices and the necessity to translate these 

datafication processes to the journalists’ audiences. Another perspective on data journalism 

provides Baack [1, 2], exploring both data journalist professional practices and data activist 

communities through qualitative interviews with participatory mapping [2] and content analysis [1]. 

The applied techniques of data collection allowed the author to examine the study participants’ 

visions and accounts of practices, while particular kinds of data, software, and technologies used to 

operate with data were also included in the findings in one of the studies [2]. 

Other datafication scholars using (mostly) qualitative methods shed light on possible 

generative, productive implications of datafication processes exploring activist communities that 

resist inequalities, exclusions, and invisibilities brought forward through datafication processes [20, 

23, 27, 49]. For example, Jackson and Kuehn [20], in their study of the platform cooperative 

Loomio.org attend to its resistances against commodification and datafication processes using a 

combination of discourse analysis and political economy (p.417). Exploring Loomio’s 

infrastructures and relations to other actors, the authors underscore the tensions an open-source 

platform cooperative faces and a leeway of agency it and its users have. Similar approach takes 

Lehtiniemi [27] in his examination of personal data spaces (PDS) and their “intervention in the 

value accumulation model and the unilateral market operations of surveillance capitalism” (p.627). 

By applying qualitative interviews with various PDS developers combined with a policy 

questionnaire to understand the organisational dynamics of PDS providers and their infrastructures, 

the author discusses what role PDSs play in datafication processes in regard to agency and creation 

of (economic) value. By addressing PDSs as rather homogenous providers, e.g. “PDS do not only 

expect […]” [27, p.634], however, internal issues become bracketed out through the wording and a 

coherent picture form the outside is created. In another study focusing alternative datafication 

processes, Trevisan et al. [49] analyse multiple activist story banking initiatives through a mixed-

method approach combining interviews with story banking professionals and an analysis of their 

LinkedIn data. The authors raise concerns about participatory practices offered through story 

banking among advocacy organisations, while they do not specifically focus on those who tell their 

stories, later archived in story banks. This latter point is common to the studies focusing on how 

professionals face implications of datafication processes in their work practices: when examining 

professionals’ practices of enabling or resisting datafication processes, other relevant stakeholders 
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can be left out. Further, as the previous section 5.3 of this chapter showed, only some authors apply 

techniques that allow understanding collective perspectives (e.g. that of a newsroom or an activist 

community); rather, most authors conduct interviews with individuals across various organisations, 

while each individual recounts their perspectives on collective, e.g. organisational practices. In an 

exploratory ethnographic study with activist communities organising public CryptoParties in 

Germany, Kannengießer [23] provides an exemption by attending to the actors involved in 

CryptoParties, their “motives and aims” (p.2). Conducting virtual ethnography “at the online 

platform, especially focusing on the content advertising for the events” [23, p.4] together with 

participant observations and interviews at CryptoParties the author identifies these as communities 

and showcases their agency to empower ‘ordinary people’ and to resist “threat to privacy” (p.12).  

Finally, Dencik and colleagues [9] in their study on political activism and anti-surveillance 

resistance report about social justice activists’ experiences and resistance against data-driven 

surveillance (or the lack thereof). The authors introduce the notion of ‘data justice’ in an attempt to 

consolidate “those concerned with technology issues and those concerned with social justice issues” 

[9, p.10] and draw their attention to both social, economic, and political aspects of data-driven 

surveillance. The authors focus on activists’ practices and perceptions required to resist surveillance, 

while the datafied regime enabling such surveillance was present in the article through the 

‘Snowden leaks’. In a further study of data-driven governance in the UK, Dencik and colleagues 

[10] explore perspectives of public sector and civil society on “data-driven forms of what we term 

‘citizen scoring’” [10, p. 1]. With a combination of semi-structured interviews, participation in 

workshops with relevant stakeholders, and Freedom of Information requests, the authors examined 

practices and concerns of the study participants in regard to data-driven governance. Dencik et al. 

[10] highlight how “little is known about the kinds of systems in place, how and where they are 

used, and what practitioners and stakeholders think about these developments” (p.19). The quote 

points to methodological challenges many scholars interested in datafication processes face such as 

lack of information about the technologies in place and difficulties of access to this information 

(thus, in this case, Freedom of Information requests were used to acquire missing information). In 

contrast to previously presented studies on activist communities [e.g. 1, 2, 20, 23, 27, 49], Heeks 

and Shekhar [18] specifically address the impact of the community mapping projects and 

datafication processes these enact in relation to marginalised people. In their empirical application 

of a data justice framework, the authors explore community mapping projects in Global South by 

conducting interviews with “with senior figures in the data intermediary organisations […] 

associated with each of the four projects” [18, p.997] combined with an analysis of evaluation 

documents from each project and secondary sources analysis. Although the authors encountered 

positive implications, they underscore limited agency of ‘ordinary’ community members in regard to 

the data. 

A different example of an analysis of datafication processes and professionals’ work 

provide Maasø and Hagen [30]. The authors conducted interviews with music industry 

professionals about their practices and the role of algorithms and metrics in these. The interviews 

“provided us with more insight into the various types and uses of data in the music industry, as well 

as a deeper understanding of how music metrics may have changed over time” [30, p.22]. With that, 

detailed accounts of the study participants’ practices including particular datasets they were working 

with, and relations with other stakeholders (such as e.g. streaming services) were given. Attending 

to the professional encounters of study participants with metrics, the authors highlighted individual 

perspectives of the music industry professionals, while other actors such as music listeners and their 

listening practices are rather understood as ‘data’. Thus, Maasø and Hagen [30] raise concerns about 

redistribution of agency between various collective, organisational and individual actors as well as 

non-humans such as metrics, as the following quote illustrates. 

“The true power of MSSs [music streaming services] resides in the way in which they have 

become central information hubs, with links and feedback loops to all of the other 
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stakeholders in the music business – either directly, through the interfaces and algorithms 

they control, or indirectly, through data gathered from partners and intermediaries” [30, p. 

29]. 

Other examples of research attending to actors facing implications of datafication 

processes can be found in the studies on datafication and education [e.g. 16, 33, 42, 51]. These 

studies not only explore educators’ practices of enacting, acting within and coping with datafication 

processes, but also examine how educational policy regimes enable these datafication processes. For 

example, Hardy and Lewis [16] with their study on school performance data in Australia provide 

historical and political context of datafication processes enabled by the NAPLAN program in 

Australian educational domain. The authors’ argument is similar to the one made by Maasø and 

Hagen’s [30, p. 24] regarding music listeners understood as ‘data’ based on a number of 

characteristics such as their age, location, and the number of listeners/followers an artist has. 

Recounting concerns of datafication scholarship about the representations of users, particularly 

vulnerable individuals such as children, Hardy and Lewis [16] address the kinds of (in)visibilities 

enabled through educational measurement. The authors also highlight the generative possibilities of 

datafication processes in creating 

“spaces to be developed beyond more dominant logics and terrains of power, which helped 

students who participated in the programme to become ‘visible’ to one another (and their 

teacher) through the development of more substantive social and academic relations” [16, p. 

246]. 

Despite these generative possibilities they underscore the role of datafication processes enacted 

through educational policy as these bring forth “pressures of comparison and performance, and the 

processes of data visualisation that make this possible” (ibid.) Roberts-Holmes and Bradbury [42, 

43, 44] and Winter [51] also examine educators practices guided by particular educational standards 

in early years teaching in the UK, also attending to the lived experiences of educators, regulated by 

policies enabling datafication processes. The authors raise ethical concerns that follow datafication 

of education, summarised by Winter [51]: 

“[t]he regulatory curriculum system locks students and teachers into a totalizing technical–

rational framework in such an all-embracing way that spaces for considering, deliberating 

about and acting on ethical responsibilities for and to others are elided, screened away, 

hidden, denied” (p. 70). 

In another analysis of educators’ practices of coping with datafication processes in the British 

educational domain, Neumann [33] explores how ability grouping in a secondary school is 

performed by conducting an “analysis of school documents and the school’s statistical database” 

(p.5) combined with interviews with educators and focus groups with students. The inclusion of 

students’ voices in the study sheds light on their experiences of competition and related feelings of 

insecurity. The analysis of school documents and educators’ practices, at the same time, highlights 

the interrelation of these experiences with educational policies and their datafied regimes that 

“created the norm of public competition between schools based on exam performance” [33, p.19]. 

In sum, in studies addressing implications of datafication processes for professional 

practices, mostly individual perspectives of interviewed professionals are addressed. By developing 

research designs and sampling strategies that include multiple actors from one (or few) 

organisations/communities, a few authors specifically attend to the implications of datafication 

processes for collectives [e.g. 23]. In contrast to the analysis by Dencik and colleagues [9, 10] or 

studies of educators’ professional practices [e.g. 16, 33, 42], scholars exploring professional and 

activist communities [1, 2, 12, 20, 23, 27, 30, 38, 49] primarily addresses the lived experiences of 

activists or professionals and their encounters with various digital data. The former, in turn, rather 

explore concerns about datafied regimes performed through policies and related issues of 

accountabilities, unequally distributed power relations, and their implications on (professional) 

practices of people in various societal domains. Exploration of lived experiences in such studies 
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underscores recursivity of datafication processes enacted in such datafied regimes. Particularly 

document analyses and policy research allowed scholars to attend to these concerns. Some of the 

reported projects attend primarily to the ways datafication processes are defined, described, and 

imagined in policies, while other projects attempt to examine their implications for stakeholders. 

While the focus on policies and policy-makers provides insights about relations between 

datafication processes and various societal domains, not always does it allow to examine 

implications of these processes for further stakeholders. So, only Neumann [33] included voices 

and perspectives of actors who are being datafied—in this case, children—in her analysis. Other 

scholars take the perspective of their study participants—professionals from various societal 

domains—in attending to further stakeholders as ‘data’, while also raising important concerns about 

their (in)visibilities, surveillance, and lack of agency. 

 

5.4.4 Qualitative techniques for understanding enabling of datafication 

While previous examples illustrated studies conducted with individuals and collectives facing 

implications of datafication processes, other scholars switch attention to actors who in their 

professional practices participate in enabling various datafication processes to some extent [22, 31, 

40]. For example, Johannes and Thile [22] examining professionals building data infrastructures for 

higher education institutions worldwide, aimed to “not to describe a person in a photorealistic way, 

but rather to describe how that person constructs and interprets a world he/she inhabits, navigates 

and acts in” (p.2963). The authors attend to the particularities of the data infrastructures developed 

by the study participants: “By capturing the voices of the infrastructure builders in their own words, 

we can better understand their inner world, the stories in which they see themselves as characters” 

(ibid. p.2971). Producing such personal accounts in their analysis, Johanes and Thille [22] recount 

what values are relevant for educational infrastructure-builders and in what relation these values are 

with the inscriptions made in the data infrastructures. In another study on educational software, 

Macgilchrist [31] also addresses software providers’ reflections on their own products, particularly 

in regard to educational equity. The interviews with representatives of various educational software 

providers were accompanied by an analysis of relevant legislations and policies. Although some of 

the interviews [see 31, p. 81-82] illustrate heterogeneity of the perspectives within the software 

providers’ organisations, in the presented empirical vignettes these companies are addressed as 

homogenous actors with coherent values:  

“The first data story concerns a for-profit data-driven literacy platform. It describes itself as 

being built around collaborative and self-paced learning, enabling teachers to truly 

personalize instruction for individuals and small groups” [31, p.79].  

In another study of actors enabling datafication processes in education, in this case, in Denmark, 

Ratner and colleagues [49] conducted interviews “with people who have been central in designing 

the scales and/or visualizations” (p.25) of educational data from Danish national testing. With that, 

the authors were able  

“to map important decisions and ambivalences when developing visualizations and to get 

accounts of how the designers learned about teachers’ needs as well as how their work 

depends on wider institutional circumstances” (ibid., p.26). 

As Ratner et al. [40] conducted empirical work in two organisations involved in producing data 

visualisations, the authors were able to explore values and concerns of the data workers, decision-

making and negotiations of meanings of data and their visualisations, raising concerns about power 

distribution among human and non-human educational actors such as Ministries of education, 

teachers, and test data, as well as about different data politics guiding actors enabling datafication 

processes. 

The three latter examples illustrated how software or infrastructure designers in their 

professional practices enable datafication processes in education. Another strain of educational 

research on datafication focuses on the roles of political actors in enabling these processes. So, 
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Candido [7] also attends to datafication processes in schools by conducting interviews and 

observations in Brazilian public schools in order to analyse quality assurance and evaluation (QAE) 

policies enactment discursively (p.133-134). Defining data as “a technology of government” (ibid., 

p.129) the author attends to various forms of educational quality assurance data (e.g. ratings and 

rankings) and raises concerns about the datafied regimes negotiated through and inscribed in 

educational policies. By applying multiple qualitative methods, the enactments of these policies in 

schools as organisations [7, p. 133-134] could be analysed. With her analysis Candido [7] aimed “to 

shift attention away from what is actually measured when identifying QAE policy enactments 

within schools in order to offer some clues regarding how datafication penetrates into schools” 

(p.152). In another study exploring data-driven educational governance based on the study of data-

based school monitoring, Hartong and Förschler [17] combined interviews with monitoring 

agencies’ experts in Germany and the USA with online and document analyses. The applied 

techniques focused not only on the accounts of practices given by interviewees, but also on various 

human and non-human elements of datafication processes, and particularly data infrastructures. 

Takayma and Lingard [46] with their study of Japanese educational domain also explore how 

educational authorities at different levels (from municipal to prefectural to national) enable 

datafication processes and are themselves affected by these. By contrasting a Japanese case study of 

standardised academic assessments to the Western examples, particularly those from the UK and 

the US, the authors show limits of existing academic discourses about datafication [46, p. 449]. 

Specifically, they elucidate the differences between Western and Japanese datafied regimes 

negotiated and performed through educational policies and governance: institutional constraints for 

data work and interoperability (ibid. p. 462), important roles of individual experts [46, p. 463], and 

tensions resulting from these. 

Beyond the education research domain, some authors also explore how software 

developers and policy-makers enable datafication processes negotiating and performing datafied 

regimes through their products or policy documents. For example, Chen and Qiu [8] report about 

another study aimed at identifying regimes enabling datafication processes in the context of 

“platformization of transport services in urban China” (p.274). With their examination of “the 

secondary materials collected from government, corporate, and news documents” accompanied by 

“the driver’s insights and our [the authors’] knowledge of their perspective” [8, both p. 275] the 

authors contextualise datafication processes in China’ transport services in the broader 

socioeconomic processes. Instead of attending to the technological elements of transport services 

platforms and data infrastructures, Chen and Qiu [8] trace the dynamics of these infrastructures’ 

development and highlight their societal implications such as labour required to maintain these 

services (p.285). Lee [26] also engages with datafication processes in China with the help of multiple 

qualitative techniques such as scenario-based story completion method, analysis of policy, online 

discussions, and media reports. Exploring the Chinese social credit system, Lee [26] elucidates how 

datafication processes enable dataveillance and what leeway for agency citizens have (p. 964), also 

acknowledging challenges of conducting empirical study on the chosen topic including state 

censorship (see e.g. p. 957). Further attending to the social credit system “through the concept of 

public goods, technology, privacy and collective punishment” [26, p. 964], the author traces 

infrastructures further enabling dataveillance in China. 

Other authors attend to the actors and policies enabling datafication processes in India [24, 

47]. For example, Taylor & Richter [47] conducted interviews with various actors “involved in 

water provision and the implementation of new digital data and related technologies” (p.723) such 

as companies providing infrastructures and activist associations. By attending to the accounts of 

such actors, the authors follow technological infrastructures enabling datafication of water supply, 

movements of digital data across these infrastructures, and its implication on citizenship. With their 

analysis, Taylor and Richter [47] raise concerns about commodification of such goods as water 

reinforced by datafication processes, related issues of citizenship, and to accountabilities of 
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infrastructure providers. Similarly, Kelly and Noonan [24], applied multiple qualitative methods to 

examine and trace the developments of datafication processes in Indian public health services over 

a longer period (the project was ongoing since 2007 at the time of publication in 2017) (see p.878). 

The applied qualitative techniques (ethnographically inspired interviews, observations, document 

analyses) and attention to broader societal and political contexts (by examining policy documents 

and political actors) enabled to flesh out a perspective on datafication processes and data 

infrastructures enabling these in their ‘becoming’. While in their study the authors report about 

datafication processes enabled by public health data infrastructures, the technological aspects of 

these infrastructures as well as the data moving across these are not in focus of the contribution. 

Instead, the publication by Kelly and Noonan [24] alongside with other sampled articles [e.g. 6, 44] 

illustrate another concern common for datafication scholarship. This concern addresses tracing the 

dynamics of policies and governance regimes mutually enabling and enabled by various datafication 

processes. 

In a decolonial, posthumanist study of data sharing in Palestinian refugee camps in 

Lebanon, Halkort [14] offers another perspective on technological and data infrastructures enabling 

datafication of migration by attending to “the nonlinear transition of lived and embodied 

knowledge into and out of data” (p.317). In the study, historical analysis was combined with long-

term observations, interviews, and focus-groups with various actors in refugee camps (both 

refugees and representatives of major involved intergovernmental organisations). With her analysis 

of both lived experiences of refugees and the “economy of data sharing” [14, p.323], the author 

addresses concerns about value extraction enabled by datafication of migration, agency available to 

refugees, and politics of digital data, also acknowledging ethical issues of research in refugee camps 

[see 14, p. 322-323]. An example of research on datafication processes that is more explicitly 

focused on regimes of governance provides Redden [41] using theory-inspired methods. In her 

analysis, she applies the technique of “counter-mapping [that] can be used to overcome power 

hierarchies and as a means to pose alternative imaginaries that challenge or complement standard 

representations” (p.4) alongside with semi-structured, qualitative interviews, documents analysis, 

and Freedom of Information requests. With the combination of these qualitative methods, the 

author attends to discourses common to data studies that were missing in the discourses of the 

policy-makers. This contribution addresses in detail the challenges of governance research, also 

acknowledging the heterogeneity of the ministerial departments responsible for datafication of 

public services in Canada [41]. 

Overall, the literatures addressing professional practices, values, accountabilities of actors 

enabling datafication processes, and related data politics also argue that software and infrastructure 

designers as well as policy-makers are not only aware, but also reflexive about their power positions 

and their roles as enablers of datafication processes [see 17]. The publications reporting on 

empirical studies with different technology providers or designers illustrate the challenge of 

studying actors enabling datafication processes such as access to study participants and materials 

they use in their professional practices [7, 8, 22, 31, 40, 41]. In the presented qualitative research on 

actors enabling datafication processes, close attention is paid to policies, how these are negotiated, 

and performed, while not all authors provide examples or, even less so, discuss particular kinds of 

datasets, data visualisations, or technologies such as software and data infrastructures that are 

central for enabling datafication processes [see 7, 17, 40 for exemptions]. Studies focused on actors 

enabling datafication processes, while highlighting the important roles of e.g. public authorities or 

software providers, only sometimes explore these as collectives of various heterogenous actors in 

order to disentangle how heterogenous values, interests, and related frictions are represented in the 

negotiations of datafied regimes and, ultimately, intertwined with individual enactment of 

datafication processes (some of the exemptions are e.g. [17, 40, 41, 46]. Finally, some of the authors 

specifically attend to the technological and data infrastructures that enable datafication processes 

and through which these processes are enacted [e.g. 47]. In their contributions, the authors also 
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illustrate various dynamics of these infrastructures such as their historical development over time 

[e.g. 14], data movement across the infrastructures [e.g. 8, 47], and ongoing negotiations of data 

representations enacted in these infrastructures or software [e.g. 22, 40]. 

 

5.4.5 Document analysis, policy research, and matters of concern they raise 

While scholars whose work has been discussed in the last few paragraphs were able to gain access 

to actors enabling datafication processes such as political and governance actors, technology 

providers, and infrastructures builders, some of the authors explicitly address challenges of such 

empirical work and combine interviewing techniques with document or policy analyses [e.g. 41]. 

Other scholars, therefore, primarily applied methods such as document studies and content 

analyses in order to examine documents produced by software providers or policy-makers [5, 36, 

37]. Other techniques such as close readings of technology providers’ websites and their marketing 

texts also allow understanding of datafied regimes and values inscribed in the software. For 

example, Beer [5], in his analysis of data analytics companies identifies ‘speed’ as one of the core 

values of that industry. The author describes only text passages including ‘speedy’ keywords, 

bracketing out the extent to which ‘speed’ is addressed in the data analytics companies’ texts and 

other keywords. At the same time, close attention to one aspect of the data analytics industry’s 

datafied regimes allows the scholar to contextualise it in the context of neoliberal datafied 

economies [see 5]. Other scholars use techniques from policy research to examine how policy 

documents enable datafication processes and negotiations about what elements of these processes 

or their implications do they include. For example, Piattoeva [36] in her analysis of Russian national 

testing examined “education policy documents, newspaper articles and various internet sources in 

order to explore the recent history of video surveillance as a technology involved in administering 

standardised testing in Russia” (p.83). In this study, Russian regimes of surveillance are situated in 

broader political, governance contexts while accounts of practices of people physically involved 

into the examination practices and their related values or emotions were outside of the scope of the 

study. Rather, the author raises concerns around accountabilities in datafied education governance 

and policy, reflecting on the  

“profound mistrust of all human agents associated with the data assembly-line at its various 

stages, and mistrust of the human paves the way to firm faith in the capacity of surveillance 

devices to achieve objectivity” [36, p.94]. 

Another example of datafication processes enabled through educational policies and governance in 

the UK provides Pierlejewski [37] with her theory-based approach called “‘doppelganger as 

method’ [that] utilises analytical devices from literary criticism, psychoanalysis, Foucauldian analysis, 

digital sociology, education studies and film studies” (p.3). For Pierlejewski, the method can be 

explained as follows: “[t]he role of the doppelganger in policy is not overt. It is hidden from view in 

the unsaid and the implied” [37, p.6]. Through a close reading of one British education policy text, 

negotiations of ‘good’ data, the subject and object positions of schoolchildren and educators are 

analysed. As a published policy document is interrogated, the decision-making processes that led to 

the development of the documents cannot be accessed. Rather, as the author argues in the 

conclusion to her contribution, the doppelganger method allowed to examine the changing subject 

and object positions of actors in datafied education: “[t]he impact of datafication on education goes 

far beyond changes to the curriculum and pedagogy; it creates a different kind of subjectivity in the 

cyborg-self” [37, p. 10]. In sum, authors primarily conducting document analyses or policy research, 

explore datafied regimes enacted in these documents, reconstructing the kinds of data 

representations negotiated by political actors or technology, data infrastructures providers. As the 

analysis of the latter three publications shows, some scholars raise concerns about power and 

agency distribution between various human and non-human actors, their accountabilities, and goals 

as juxtaposed to the positions and values of actors (‘ordinary’ people) potentially affected by the 

interrogated datafication processes. 
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5.4.6 Digital and computational techniques 

While some of the analysed contributions focus on the document and policy analysis, other scholars 

apply digital and computational methods that also allow to access information about datafication 

processes when relevant actors are inaccessible. For example, in her article, Duguay [11] argues that 

walkthrough as a method provides scholars with opportunities to study commercial platforms 

otherwise inaccessible for researchers. The walkthrough method enables datafication scholars to 

examine “features, interfaces, icons, text and symbols” [11, p. 23]. At the same time, a walkthrough 

provides a rather static picture—a snippet—of, sometimes highly personalised, graphic user 

interface. In a close analysis of the social media sites news user interfaces, walkthrough turns 

researchers’ attention to the “visions and anticipated uses of their news functionalities” [11, p. 23]. 

Additional analysis of the sites’ platform guidelines and policies together with the walkthrough 

allow speculations about the software affordances and datafied regimes inscribed in the software 

and its interface. Another example of the use of digital methods alongside with other, qualitative 

techniques provides Barassi [3] with a combination of auto-ethnography, digital ethnography, and 

interviews applied to study the role of datafication processes in parenting and childhoods in the UK 

and the USA. With the help of said techniques the author provided detailed first-hand accounts of 

parents’ everyday practices, kinds of data they encounter, the manifold of actors acquiring access to 

these data, and the relevant data protection policies and regulations [see 3]. In contrast to the 

walkthrough conducted by Duguay (2018) that examines platform affordances and regimes 

inscribed in social media sites’ news sections, Barassi [3] primarily attends to the lived experiences 

of individuals and families affected by datafication processes. 

Studies in which various research techniques were applied within one or multiple projects 

allowed tracing dynamics of the observed datafication processes. Some authors such as Bayne and 

colleagues [4] specifically attend to the dynamics of technological infrastructures, including required 

financial resources, as they outline the history of the rise and decline of a social media site. By 

applying different qualitative (interviews, observations), quantitative (survey), and computational 

(topic modelling) techniques, researchers could additionally examine YikYak users’ views on its 

development over time. Bayne et al. [4] provide a detailed reflection on their methodological 

choices, as they discuss how their iterative research design allowed to provide trustworthy and 

robust documentation of the development and decline of YikYak as a university campus social 

media. Papakyriakopoulos and colleagues [34] applied computational methods (LDA topic 

modelling) combined with other qualitative techniques (p. 4) in their study about ways to 

implement microtargeting for political campaigning in German social media. With an examination 

of digital traces left by Facebook users, the authors attempt to identify micro groups of users for 

potential targeting and discuss ethical and political implications of such practices, raising concerns 

about users’ privacy and accountabilities of big tech companies such as Facebook [34, p. 11]. While 

the authors’ main goal was to examine the possibility of microtargeting in German political context, 

Papakyriakopoulos et al. [34] also address the socio-political implications of microtargeting and 

social media’s infrastructures allowing these for political and electoral behaviour. In sum, authors 

applying digital and computational techniques of data collection and analysis specifically attended to 

the issues of access to such data and related research ethics. While Duguay [11] primarily 

reconstructs datafied regimes as performed through social media new interfaces, Bayne et al. and [4] 

and Papakyriakopoulos and colleagues [34] attend to the data infrastructures and their social, 

political implications on various actors. Barassi [3] with a research design combining digital 

ethnography with other qualitative methods offers another perspective on the use of digital 

techniques and explores lived experiences of individuals affected by datafication processes. 
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5.4.7 Participatory research on datafication 

Besides research designs including qualitative and digital, computational techniques, some authors 

conducted participatory research projects. Studies that are understood here as reporting 

participatory research projects can be described with the following quote by Leurs [29], illustrating 

how study participants “also directed the course of the study as they became co-researchers of their 

own digital practices” (p. 131). Particularly two articles [29, 39] also applied participatory studies to 

give voice to young people in the discourses about their increasingly datafied lives. Pybus and 

colleagues [39] were particularly concerned with the issue of data literacy: “[i]n short, we did not 

simply want to use our subjects as data producers, instead we wanted to imagine what a data literate 

subject might look like” (p.4). Scholars who applied participatory methods in their studies used a 

variety of data collection techniques: participant observations [28], interviews accompanied by 

digital methods to produce data visualisations [29], and focus groups also accompanied by digital 

methods and hackathons for participatory analysis of digitally gathered research materials [39]. In 

the two latter studies, digital methods were used to provide the study participants—and co-

researchers—with some input about the datafication processes relevant to their everyday lives such 

as, respectively, social media and app use. While Leurs [29] applied participatory methods to elicit 

emotions from social media use by learning personal stories of the study participants, Pybus et al. 

[39] also conducted hackathons and created various prototypes to analyse data gathered by the 

scholars together with their co-researchers. Additionally, Leurs [29] reflects on concerns articulated 

by study participants in regard to the application of research software for creating visualisations of 

Facebook friendship networks as well as on his own position as researcher and its performative role 

for the reported study (p.145). Pybus et al. [39], in turn, reflect on “[t]he challenge with our 

methodological approach [that] lies in its demand for specific technological competencies to 

manipulate the data that we were able to provide” (p.7). In contrast, Lehtiniemi and Ruckenstein 

[28], working with data activists, recount in their article their own roles as researchers and their 

engagement in the activists’ practices. They reflect on the discomfort and different imaginaries they 

and their activist partners had. The long-term engagement with the community of data activists 

enabled the authors to change their positions [28, p.4], their research focus, emotional connections 

to the project and the activists, and observe the development of the data initiative. In this study, 

however, the activist community is addressed as a whole, without particular focus on the ways the 

community and its collective practices were organised, including required financial resources or 

technical infrastructures [see 28]. Rather, the authors discuss activists’ goals and values, relevant 

stakeholders, including other activist communities, and policies regulating their work. The research 

focus is placed on the activities performed together by researchers and activists [see 28]. Overall, 

my analysis illustrates how participatory research provided the authors of the three articles 

presented here with spaces, tools, and vocabulary for explicitly reflecting their positions at the 

empirical site of practice within the communities and groups of study participants. Close 

engagement with the lived experiences of the study participants—co-researchers—allowed to put 

focus on different aspects of their datafied lives: emotions, everyday, and professional activities, 

while various data representations (visualisations) were used as prompts to elicit information about 

these experiences. 

In this section 5.4 I elaborated on various techniques of empirical data collection and 

analysis applied by datafication scholars in their publications. My synthesis shows that while most 

authors presented findings of qualitative projects combining multiple techniques, the units of 

analysis they address and the matters of concern they raise in their empirical investigations do not 

equally follow the well-elaborated distinctions between different research methods. Rather, 

different demarcation criteria can be identified, that assemble methods, units of analysis, and 

concerns. So, as elaborated in the previous section 5.3 the degree of collectivity of actors addressed in 

empirical datafication scholarship and positionings of these actors on the continuum of ‘users’ affected by 

datafication processes and ‘producers’, holding some agency and power to enable these processes, become 
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central. Specific research methods of data collection and analysis, in turn, are applied in accordance 

with the research questions and in hindsight of practical issues such as access to certain human 

actors, technologies, documentation, and digital data. Mapping and reflecting on the developing 

field of datafication research methodologically cannot be done in alongside clear and neat 

distinctions between various research methods, as often presented in methodological textbooks. 

Instead, the datafication research in practice is complex, open to creative and innovative 

methodological approaches and empirical interventions. My analysis therefore indicates that for 

datafication scholarship to attend to its most pressing questions about the relations between data, 

society, and knowledge, a different methodological vocabulary that is in situ sensitive towards 

multiplicities of conceptual, empirical, methodological, and epistemological perspectives on the 

term ‘datafication’ is required. The literature synthesis presented in this chapter provides a 

foundation for such a vocabulary and builds a heuristic for methodological reflection. Before 

unpacking this argument in the concluding section of this chapter, I summarise the current 

development stage of the field of datafication research: data studies. 

 

5.5 Assembling data studies 

The literature analysis discussed in this chapter makes several contributions to the goal of my thesis 

in mapping current empirical datafication research, addressed through my sample of publications, 

in regard to methods assemblages enacted and conceptualisations of datafication developed there. 

First, my literature analysis situates empirical research on datafication presented in the analysed 

academic articles in the emerging field of the data studies. Second, publications analysed in this 

chapter are discussed in relation to the elements of the methods assemblages introduced in chapter 

3 of my thesis: researchers and their positionings, the researched actors, the empirical sites of 

practice in which datafication processes are being identified and studied, and the research processes, 

practices, and techniques themselves. While the literature analysis provided here lays a foundation 

for identifying methods assemblages enacted in current empirical research on datafication, as I 

discuss further in this concluding section, analysing texts of published research has its limitations if 

the object of inquiry is empirical practice. In the next chapter 6, therefore, the synthesis that I 

began presenting here is complemented by interviews with the authors of these texts and their 

reflection of their own research designs, practices, and positionings. 

Before I continue with the summary of findings from chapter 5, the role of data studies as 

an emerging field in the narrative of this chapter needs to be clarified. I have shown both in 

chapters 2 and in more detail in chapter 5 that examples of research projects addressed here as ‘data 

studies’ can be encountered in different disciplines and domains. Taking that as a starting point, this 

chapter took first steps in investigating the relation between data studies and other research 

domains, attending to the ways in which datafication-related concepts and terms travel and become 

associated across these domains. The findings presented here indicate that data studies, while 

cutting across various empirical and theoretical fields, have their own, shared, but distinctive body 

of work. In the analysed research articles, different concepts, terms, and matters of concern such as 

standardisation, commodification, accountability, surveillance, and other have been addressed both 

conceptually and empirically. Despite the heterogenous origins of these concepts, terms, and 

matters of concern, their varying attention to technological, political, economic, or societal issues, 

my analysis shows how these are being brought together and related to each other through 

‘datafication’. This regards not only research domains present in my sample of literature, but also 

other research areas not covered in the sample as findings from the section 5.1 indicate. An 

example is an article not included in the sample and addressing labour of Amazon workers from the 

perspective of theories of work (Delfanti, 2021). Delfanti provides an analysis in which datafication 

is not seen as an ‘external’ process to the work and labour practices, but rather is considered a part 

of it. Consider the following quote. 
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“While scholars such as Shoshana Zuboff (2019) and Jathan Sadowski (2019) conceptualize 

surveillance capitalism as based on the “expropriation” or “extraction” of data from passive 

users, they tend to overlook the active role of the women and men who perform the 

processes that are datafied and incorporated into machinery, as well as the forces that push 

them to collaborate with data collection.” (Delfanti, 2021, p. 40). 

For a methodological inquiry like my own, such a contribution poses a challenge and highlights 

methodological limitations of the research design chosen for my thesis. Further, analysis of 

references to further academic publications suggests that the body of work distinctive to data 

studies cuts across more research fields and disciplines than those covered through my sample, 

including also health, human geography, computer science. My literature analysis, therefore, 

indicates how data studies are assembling as an emerging research field, associating and bringing 

into discussion scholars and concepts with heterogenous foci. I focused here on literature and only 

briefly attended to other relevant aspects of a field such as key institutional and social actors or the 

ways in which relations in the field are organised. Instead, following long-standing lines of research 

(such as e.g. Knorr-Cetina, 2002; Latour & Woolgar, 1986), in the next chapter 6 I focus on specific 

practices and reflections with which methods assemblages of datafication research are enacted 

empirically. 

Within this developing field of data studies, there are multiple overlapping academic 

discourses (e.g. on quantification, commodification, digital traces, etc.), while an approach to the 

concept of datafication as an epistemic one (‘seeing the world through data’) is common to all. The 

first section of this chapter illustrated that the qualitative synthesis of the sampled literatures 

presented in this chapter can serve for mapping methods assemblages of data studies. On the one 

hand, the sampled publications reflect heterogeneity of research about datafication both in regard 

to onto-epistemological, theoretical, methodological, and thematic approaches within social 

sciences and in regard to geographic regions of studies. On the other hand, the bibliographic 

coupling and co-citation analyses I conducted indicate shared theoretical background on 

datafication processes in various societal domains. Among the concepts central or relevant for 

understanding datafication are approaches highlighting the technological elements of datafication 

processes (e.g. digital traces and data infrastructures), academic discourses providing a big scale, 

historically embedded view on datafication processes in relation to politics and economy (e.g. data 

assemblages, commodification, data colonialism), and theoretical frameworks that position 

datafication as a continuation of other social processes (e.g. quantification, mediatisation). The 

authors of the sampled literatures expand on these concepts and discourses in their empirical work 

in order to situate their understandings of datafication in observations from empirical sites of 

practice (section 5.2). 

In section 5.3 of my analysis of sampled research articles, I discussed in detail some of the 

core elements of the methods assemblages such as empirical sites of practice where datafication 

processes are being studied and actors addressed in the analysed publications. The ways in which 

these cites of practice were chosen and the actors addressed are related to the kinds of knowledges 

sought by datafication scholars. I identified three different kinds of knowledges: 

• Socio-political implications of datafication processes; 

• Negotiating data representations; 

• Lived experiences of actors involved into datafication processes. 

To develop situated understandings of the term datafication according to the kinds of knowledges 

they seek, scholars attend to various means by which datafication processes are enacted and social 

realities rendered to data and back such as software, algorithms, and data, data infrastructures, 

policy documents and projects. Empirically, datafication scholars are interested in the ways that 1) 

individuals and collectives such as communities, organisations, and public administrations see, 

negotiate, and enact their lived realities in the face of datafication processes and 2) these individuals 
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or collectives are positioned within datafication processes (affected by these or having agency to 

enable or resist these). Finally, in section 5.4 I outlined the manifold of research techniques applied 

by datafication scholars and concerns either raised and explored in detail or othered, absent in the 

sampled publications were identified. In hindsight of the methodological heterogeneity and the 

identified continuums in understanding datafication processes empirically—extent of collectivity of 

addressed actors and their positioning in the processes of datafication—I argue here that current 

methodological vocabulary is not sufficient to reflect on the developments in the field of 

datafication research and the ways various concepts of datafication are developed in this field. 

Therefore, I suggest the two identified continuums as a heuristic for reflecting on 

datafication research and data studies methodologically. First, in regard to the extent of collectivity 

of actors addressed empirically, and second, in regard to the positioning of these actors in 

datafication processes. Figure 5-5 illustrates these two methodologically relevant continuums. 

Depending on the societal domains, study focus, and an empirical site of practice including means 

by which datafication processes are being enacted, datafication processes currently examined in 

social sciences can be identified differently within these continuums. 

 
Figure 5-5 A heuristic for mapping research on datafication 

In regard to the extent of collectivity addressed empirically, data collection through 

interviews with individual actors within such collectives rather underscores the heterogeneities 

within these collectives, possible differences in values and motivations of different members of the 

collective, and related conflicts than it provides a comprehensive perspective of the collective. It 

can be concluded, thus, that while a manifold of conceptual contributions to research on 

datafication, as presented in chapter 2 of this thesis, hint to the ‘big scale’, societal implications of 

datafication processes, empirical studies primarily offer individual perspectives on these processes. 

It brings into question the extent to which individuals’ experiences and practices allow to 

understand datafication processes better or rather convey a partial view that needs to be 

acknowledged explicitly in reporting of the results. The analysis of the sampled academic articles 

shows that particularly document analyses and policy research allow scholars to answer questions 

about values and imaginaries of datafication processes for collective actors. Both individuals and 
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collectives are addressed by datafication scholars as either those affected by datafication processes 

who can be seen as users of socio-technical systems, through which these processes are being 

performed, or those in position to enable, negotiate, or resist these processes. As multiple 

contributions, particularly those addressing activist communities, illustrate, actors affected by 

datafication processes can exercise their agency to some extent and sometimes resist datafication 

processes. At the same time, collective actors such as businesses willing to continue their 

economically stable existence cannot fully resist datafication and commercialisation processes. This 

second continuum, therefore, can be defined as the positioning of the addressed actors in 

datafication processes between the poles of ‘users’ and ‘producers’. Together, these two categories 

build a heuristic and vocabulary for developing and examining methods assemblages in more detail 

based on expert interviews with datafication scholars (figure 5-5). 

In the quote referenced in the beginning of this chapter Latour (2004) argues that analytical 

work is bound to reduce complexity to present an argument. Even if accompanying datafication as 

a ‘scientific object’ back to its ‘gathering’ weakens datafication processes and research on 

datafication, my aim with the developed heuristic (figure 5-5) is to introduce methodological 

vocabulary which advances sensitivity to the multiplicities and complexities of empirical 

datafication processes. Initially, I analysed the sampled articles based on different kinds of methods 

and techniques the authors applied. My analysis showed similarities across these methods which go 

beyond specific techniques of data collection and analysis. Rather, the mapping of such methods 

and techniques presented in the section 5.4 suggests that datafication scholars conduct research that 

is driven by research questions, combining various qualitative, quantitative, computational, and 

other, new methods to answer these questions and achieve set study goals. The heuristic I started to 

develop with my literature analysis is sensitive to the central aspects of datafication processes such 

as kinds of actors whose perspectives and activities are investigated empirically, their positionings in 

the datafication processes, and the means by which these actors and other stakeholders perform 

these processes, as discussed in the next chapter 6. In this chapter of my thesis, I also argue that 

various kinds of knowledges sought by researchers conducting research on datafication and the 

matters of concern they develop in respect to these sought knowledges are relevant for identifying 

methods assemblages enacted in empirical datafication research. 

The heuristic developed in this chapter provides space for assembling various elements of 

empirical research design in datafication scholarship, encompassing theoretical, epistemological, 

methodological, and practical elements of research practices and academic knowledge production. 

To reconstruct the methods assemblages actually enacted in empirical datafication research, 

however, it does not suffice to simply put the research methods/techniques on such a heuristic. 

Rather, it requires practice of reflection to trace the connections between specific research 

procedures and other elements of a methods assemblage: the scholars’ positionings in academia, 

their theoretical and epistemological assumptions, the actors they bring together through their 

empirical studies and the addressed empirical sites of practice. For this reason, I do not undertake 

the mapping of the analysed publications on this heuristic. Instead, in the next chapter of my thesis, 

I draw on the authors’ own reflections on their research to develop such a mapping. The chapter 6 

of my thesis presents the results of such a reflection by synthesising the findings of the literature 

analysis with the findings from the expert interviews I conducted with the authors of sampled 

research articles. With that, chapter 5 of my thesis builds empirical and conceptual foundation for 

further developing methods assemblages enacted in empirical research on datafication in the 

emerging field of data studies. 

 



122     METHODS ASSEMBLAGES 
OF DATA STUDIES 

 

6 Methods assemblages 

of data studies 
In this chapter, I present findings from my synthesis of research materials: drawing on the results 

discussed in chapter 5, in this chapter of my thesis I turn to the expert interviews with datafication 

scholars. These expert interviews initially draw on the research projects reported in the research 

articles sampled for my literature analysis, reflect on these studies, and touch upon other projects 

researchers pursued in the past, in the present to the date of the interview, or planned for the 

future. Therefore, rather than being an independent study, findings from expert interviews 

presented here build on and grow from the analysis and findings discussed in chapter 5, 

complementing these, broadening the perspective, adding to them not only additional detail 

omitted in published research articles, but also the active reflection of datafication scholars on their 

research. Together, chapters 5 and 6 comprise the literature synthesis I conducted with my thesis. 

The following quote is an illustrative example of the way in which expert interviews expand on and 

deepen the analysis of published articles. Rephrasing an interview question I asked, one of the 

experts summarised their methodological approach to studying datafication: “How do you 

determine what you’re studying? That’s the question, right? Most of the time I have a hunch. And I 

think this is going to be interesting” (I24, pos. 6). Such ‘hunches’ can be difficult to account for in 

academic articles or even difficult to put into words. Reflecting about what ‘a hunch’ means, how it 

configures research goals and designs, what expertise and specific research procedures help 

developing a hunch in a successful academic study were, therefore, in the core of the expert 

interviews. 

Following datafication experts’ reflection on their own research projects, I attempted to 

draw connections between the multiple elements of the methods assemblages as these were enacted 

in empirical studies on datafication discussed in the interviews. By exploring these connections, I 

reconstructed how these methods assemblages allowed interviewed experts to develop empirical, 

re-situated conceptualisations of datafication processes they studied. The aim of my analysis 

presented in the following is, thus, to understand, what is, according to the interviewed scholars, 

interesting about datafication processes and how methods assemblages turn ‘a hunch’ into new, 

situated concepts about datafication. These assemblages can be placed within the heuristic 

developed from my literature synthesis and are distinct from one another in relation to the kinds of 

actors addressed in the studies of datafication processes (individual or collective actors and their 

positioning on the continuum between ‘users’ and ‘producers’). Furthermore, as my analysis of 

expert interviews suggests, methods assemblages can be distinguished from one another in relation 

to the empirical processes that are conceived of as ‘datafication’ in empirical datafication 

scholarship: some experts primarily explore data infrastructures, others attend to various data 

representations in form of data visualisations, metrics, and numbers and how people encounter 

these; finally, some investigate datafied regimes inscribed and enacted through algorithms and 

policies regulating their design and/or usage on various levels (e.g. corporate and state). 

Empirically, methods assemblages gather together various elements of a research process, 

including relevant actors (researchers with their professional and personal histories, researched 

individuals, groups, and/or things such as documents or technologies all located within research 

situations spatially and temporally (Zakharova, 2021). These elements are assembled together 

through research practices including procedures and techniques of data collection and analysis such 

as interviewing, practices of organising research processes, and practices of communicating research 
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to academic and broader audiences. In sum, methods assemblages can be understood as analytical 

lens to describe how ordering and associating of human and non-human actors is enacted in the research 

process.  

Table 6-1 illustrates some aspects of such orderings specific for each of the three methods 

assemblages constructed through my analysis: who and what is being included and excluded, 

othered from the methods assemblage. The question of ‘what we are talking about when talking about 

datafication?’ addresses the core of datafication processes—the means by which multiple realities are 

being translated into data and back in a given empirical case. Depending on these means of 

enacting datafication processes, the units of analysis that data scholars explore in their projects vary 

from encounters with data representations, to dynamic, changing implications of data 

infrastructures, to datafied regimes inscribed in algorithms and regulating them policy documents. 

Finally, each of the constructed methods assemblages can be distinguished from the others based 

on specific methodological characteristics. For example, scholars exploring people’s encounters 

with data representations often create or recreate these encounters within their research projects to 

learn together with their study participants. Researchers interested in tracing dynamics of data 

infrastructures follow their units of analysis over long periods of time, exceeding the usual duration 

of a single research project. Scholars aiming to understand datafied regimes inscribed in algorithms 

or policies regulating their design and usage follow their interest in practices of data production and 

processing within which datafication processes and representations of digital data are being 

negotiated. 

The aspects highlighted in table 6-1 refer to the definition of the methods assemblages I 

provided in chapter 3, according to which methods assemblages are comprised of the researchers 

and their positionings, the researched, the empirical sites of practices these researchers explore, as 

well as research processes, practices, and techniques. So, the question of ‘what we are talking about 

when talking about datafication?’ renders visible the means through which datafication processes are 

enacted at the empirical sites of practice. Units of analysis also give insights about the studied empirical 

sites of practice by highlighting which kinds of actors are being assembled together through the 

methods assemblages. Finally, the methodological characteristics listed in the table relate to the 

research procedures and to the theoretical, epistemological assumptions underpinning empirical 

research on datafication. In sum, my analysis of the interviews indicates that methodologically, 

current research about datafication in social sciences can be understood with the help of three kinds 

of methods assemblages: 1) an encounter with data representations, 2) tracing dynamics of data 

infrastructures, and 3) reconstructing datafied regimes. I distinguish between data representations, 

data infrastructures, and datafied regimes inscribed in algorithms and policies regulating their design 

and usage. This distinction is drawing on the analysis of my research material and reflects my 

sample. In empirical practice all these are often interrelated. For example, digital data generated 

through data infrastructures might be visualised in diagrams or put into tables (data representations) 

that other actors subsequently encounter in their everyday or professional lives. The negotiations 

about how these digital data and their representations are attributed meaning can be a part of a 

datafied regime and inscribed in certain policies. My goal here, however, is to illuminate how 

different methods assemblages, addressing different kinds of datafication processes, produce 

different conceptualisations of what datafication is or can be. I provide here an analytical, 

conceptual way to address datafication processes by distinguishing between these three answers to 

the question of what we are talking about when talking about datafication. 
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Table 6-1 Methods assemblages: an overview 

Methods assemblages What are we talking 

about when talking 

about datafication? 

Units of analysis Distinctive 

methodological 

characteristics 

Encounter with data 

representations 

Data representations 

(e.g. visualisations or 

rankings, ratings) 

Experiences of 

encountering data 

representations 

Learning with study 

participants by 

creating encounters 

Tracing dynamics of 

data infrastructures 

Data infrastructures Data movement 

across infrastructures 

and their implications 

Long-term focus on 

data infrastructures 

Reconstructing 

datafied regimes 

Algorithms and policies 

regulating their design 

and usage 

Datafied regimes 

inscribed in 

algorithms and 

regulating policies 

Interest in 

negotiations about 

and practices of data 

production 

 

An encounter with data representation, as the title suggests, elucidates the roles of data 

representations such as data visualisations and numerical representations, e.g. in form of numbers, 

tables, ratings, or rankings, in datafication processes. While data representations as a part of 

research on datafication can be considered as a research technique in itself used not simply to 

visualise but also to analyse digital data, this is not how I address data representations here. Rather, 

I address data visualisations, tables, and ranking as visual or textual representations of digital data 

that other actors negotiate, encounter, produce and relate to in their everyday or professional 

practices. I do not focus on the creation of data representations as a technique used by scholars and 

other actors to enact or understand datafication processes: as my analysis in the following sections 

of this chapter will show, my research materials do not provide enough reflection on this. Instead, I 

understand data representations as artifacts created and used at the empirical sites of practice, by 

means of which datafication processes are being enacted as a part of other empirical phenomena 

and practices. The methods assemblage of tracing the dynamics of data infrastructures, in turn, 

attends to the historical, social, political, economic, and cultural aspects of big technological 

infrastructures used to move data between and across various actors, while the concept of 

infrastructures here draws on the work by Leigh Star and Ruhleder (1994). Finally, the methods 

assemblage of reconstructing datafied regimes addresses algorithms as central components of 

datafication processes. As I show in the following, some scholars draw on other units of analysis, 

such as policies regulating usage of algorithms in order to reconstruct their datafied regimes. The 

algorithms and such policies are considered together as researchers studying both aim to 

understand how certain data representations are negotiated in these. Besides, as findings from my 

literature analysis in chapter 5 indicate, in my sample, scholars exploring datafied regimes rather 

rarely study computational rules of algorithmic systems; a more detailed analysis of that is presented 

in the following. Identifying whether the methods assemblage draws on an investigation of data 

representations, data infrastructures, and algorithms allows to refer a methodological approach to 

one of the three methods assemblages in regard to the human and non-human actors which this 

assemblage draws together. Following the reflections of the datafication experts in my analysis, in 

this chapter I also draw on the wording the interviewees use for discussing their units of analysis; 

the terms used for defining the three methods assemblages as well as terms used in table 6-1 

present my interpretation of these reflections. 

Research design of interpretive and explorative studies that constitute the majority of my 

sample is guided by the specific research question and attending to specific units of analysis. Hence, 

the second characteristic of methods assemblages addresses what kinds of aspects of datafication 

processes were explored empirically. For example, an encounter with data representations takes 
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place either in the everyday or professional lives of people or as interventions planned and staged 

by scholars. Researchers, then, can explore how different people experience such encounters with 

data representations. The methods assemblage of tracing the dynamics of data infrastructures 

acknowledges the long-term impact of datafication processes on groups of people (e.g. defined by 

region or affiliation to an organisation) and elucidates historical, economic, cultural, and political 

implications of datafication processes for different stakeholders. Finally, other scholars, aiming to 

understand which datafied regimes are inscribed in algorithms and policies regulating their usage, 

attempt to reconstruct these datafied regimes in their empirical investigations, examining, for 

example, interfaces or affordances of various information systems. 

In the following sections of this chapter, I elaborate in more detail on the three methods 

assemblages. Each section is dedicated to one of the methods assemblages based on an analysis of 

expert interviews with scholars who conducted empirical research on datafication processes. In 

order to reflect on each of the methods assemblages, I begin this chapter with an exploration of 

epistemologies and politics of data studies as seen by the interviewed experts. The section 6.1 of 

this chapter, therefore, illuminates experts’ philosophical assumptions, subjectivities related to the 

methods assemblages of data studies, and their takes on research politics of data studies, including 

issues of interdisciplinarity and publishing. The sections 6.2-6.4 report on the construction and my 

conceptualisation of each of the three methods assemblages:  

• 6.2 – methods assemblage for studying encounters with data representations, 

• 6.3 – methods assemblage of tracing dynamics of data infrastructures, 

• 6.4 – methods assemblage of reconstructing datafied regimes. 

I conclude this chapter with a discussion about what is assembled with methods assemblages and 

how do they produce different re-situated conceptualisations of datafication processes (section 6.5). 

 

6.1 Researching datafication: politics, emotions, and epistemologies 

Before attending to the individual methods assemblages currently used to inquire about datafication 

processes in social sciences, I turn to the question, why the interviewed scholars study datafication 

and how, for them, datafication research is different from other academic domains. 

 

6.1.1 Data, research, politics 

First, digital data and, respectively, datafication processes are highly political as discussed in 

chapter 2 (e.g. Prietl, 2019; Ruppert et al., 2017). Several of the interviewed experts underscore the 

role of data and datafication processes for political decision-making, for example in regard to the 

availability of resources for development of technological infrastructures, qualification of relevant 

personnel, and negotiations of data representations (e.g. I13, I17, I19). For many researchers, 

political actors (e.g. government officials and other public authorities), therefore, are among the 

stakeholders relevant for their empirical inquiries. Political actors are involved in studies of 

datafication processes in multiple ways. For example, some of the interviewed scholars study 

datafication processes enabled by public authorities or the implications of these, for example by 

attending to policy documents (e.g. I2, I4, I5, I6, I15) or directly exploring political decision-making 

processes in which data representations are being negotiated (e.g. I5, I29, I30). Second, some of the 

interviewed scholars entered partnerships with public authorities during their research that allowed 

them access to the sites of practice (e.g. I13, I30). Such partnerships were often built on requests 

for collaboration that the scholars received. In both cases, scholars studying datafication empirically 

depend on access to information, people, and data relevant for datafication processes enabled by 

various political actors and maintain mutual relations with political stakeholders. For example, some 

interview partners recount how political situations in the regions of their work such as changing 
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political parties and agendas, led to delays in their empirical work (e.g. I13, I17). I17 recounts their19 

experiences with policy-makers at an empirical site of practice as power struggles literally unfolded 

during their observations and empirical data collection phases. These political struggles and mistrust 

of the stakeholders were also tangible for I17 in the research situations they entered. Alongside 

these challenges I17 also recounts self-promotion they encountered in their interviews that 

complicated learning for the goals of research, felt frustrating, and required adjustments in the 

research design. 

Not only are datafication processes political, but, for some actors, empirical findings from 

datafication scholars provide valuable resources needed to support their political arguments and 

power positions. Such scholarly findings, therefore, sometimes can be instrumentalised to support 

certain political agendas, sometimes even regardless of how critical these findings are, as the 

following example shows. So, I4 recounts several situations in that their works were used to 

support arguments contrary to their empirical findings: “they did not even make a big effort to 

rephrase, was taken by an [political actor], copy, pasted to support some statement that that 

politician was making” (I4, pos. 15). I8 also underscores the politics of datafication processes at the 

sites of practice and explains how data emerging from various datafication processes are sometimes 

used by “other people as sort of campaigning tools as well.” (pos. 15) To work against such 

instrumentalization and campaigning, sometimes they develop their research designs tactically: for 

example, surveys may be important for political work as they produce statistical, quantitative results 

that “will be more influential” (I8). I18 reflects on certain perspectives on datafication processes by 

political actors, and respective publicly available reports about these. According to I18, not all 

public and political stakeholders have required methodological expertise that would allow them to 

explain and critically reflect on various datafication processes such as use of algorithms for 

governance or policing. I18 elaborates on the politics of methods required both to understand and 

to present insights about complex datafication processes, particularly in ‘grey’ literature, published 

not directly by academic. 

“[H]ow can we have a conversation with stakeholders, like policy stakeholders about their 

methods? And because they’re not robust a lot of the time. I mean, some of them are, some 

of them are great. […] But, you know, there are others that […] It’s misleading, you know, in 

a way that I don’t think is intentional. And I think that is to do with the sort of lack of sort 

of methodological expertise and a nuance” (I18, pos. 25). 

I18, therefore, identifies methods and methodological expertise for policy stakeholders etc. as an 

important discussion topic in the partnerships between academia and practitioners.  

Another expert, I6 gives an example of challenges in navigating politics of datafication 

processes. They explain their caution in analysing results of interviews with political actors, 

grounded in a lack of openness in communication between them and the researchers. Challenges in 

communication between political actors and datafication scholars can have multiple reasons. For 

example, I17, speaking about European public actors processing personal data mentions that “they 

do not provide it [data] voluntarily” (Pos. 15) touches upon challenges in acquiring access to digital 

data for research. I19 gauges the possibilities to access relevant stakeholders, information systems, 

while I15 turns to the analysis of policy documents to “substitute the difficulties of field access” 

(pos. 9). Finally, I6 addresses challenges in communicating with political actors (also applicable to 

other practitioners) due to the different languages they and researchers sometimes speak: 

“And then the other issue is that, because a lot of these technologies are so new, and the 

language around them is so new, […] there is a communication challenge. Because 

sometimes, you know, what we would call predictive analytics at the time” (pos. 9). 

 
19 For the reasons of anonymisation, in this and following chapters all interviewed experts are addressed with 
the pronoun ‘they/their’. 
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Talking about partnerships with external communities and organisations, I26 reflects on critical 

research about datafication processes and findings that complicate rather than simplify these 

processes: 

“it’s not necessarily something that certain people want to hear. Like for example, if you’re 

thinking about setting up a partnership with an external organisation, do they want to hear 

how messy and confusing data is?”(I26, pos. 27) 

Scholars working in other countries than their institutions such as I4, run the risk of being accused 

of having an outsider perspective that is not relevant to the local communities. Recognising values 

and needs of local communities, indeed, is important for navigating the politics of datafication 

processes, especially in regions that suffered under colonial oppression. Working together and 

helping “NGO friends” (I4, pos. 23), is a way of engaging with local communities for some of the 

interviewed experts. 

Engaging (local) communities at the sites of empirical practice and attending to their needs, 

values, and imaginaries in regard to the datafication processes is not only part of research in various 

non-western countries. Many of the interviewed experts followed a participatory approach in at 

least one of their projects discussed in the interviews. That means, communities of stakeholders at 

the empirical sites of practice were involved in the research processes not solely as informants, but 

also as decision-makers and beneficiaries of the research processes. For example, the goal of the 

I11’s project was to develop software for a group of practitioners whose requirements and 

imaginaries of the software were in the core of the research and development. In another project, 

I20 and colleagues developed software that should be used to “create opportunities for non-experts 

to learn […] about [technologies]” (pos. 15). I23 and their colleagues were also concerned with 

providing their study participants with information available to the research team about the 

software they explored. For some of the interview partners, therefore, enabling their study 

participants, particularly laypeople, in the face of various datafication processes was one of the 

central research goals.  

 

6.1.2 Persona of a researcher, emotions, care, and critique 

For some of the interviewed experts, their personal, professional backgrounds and histories allowed 

to develop approaches in which they shared their power positions as scholars with the study 

participants, as it is central for participatory approaches (e.g. Vines et al., 2013). So, I10 tells about 

their previous background as a practitioner in the same field they currently study. According to I10, 

it helped them in their research to reflect on their own standpoints and views on datafication 

processes and resulted in an action-research driven study design that allowed to act according to 

these personal assumptions. They described their “love-hate” relationship to data.  

“The most interesting thing about it was that I discovered that at times, I loved it. So, I 

wrote in my field notes, I love data. I also hated it and felt angry with it and thought this is 

ruining [the empirical site of practice]” (I10, pos. 16). 

Originally being critical towards datafication processes, their views changed over the course of their 

research project, as they recognised data as an essential part of empirical practices they explored. 

A few of other interviewed datafication scholars share such conflicting views on 

datafication processes. For example, I2 “tend[s] to be normative and judge” (pos. 19) digitalisation 

and datafication processes as these reify multiple inequalities. They also notice how their latest 

academic projects made them reflect on their personal, emotional experiences of datafication 

processes. 

“And then, I was also reflecting on my personal situation as well. Because sometimes we 

don’t realise how many things, we take for granted and how much like data is kind of 

fostering some competition. And this kind of rhythm of life that we live nowadays, it’s kind 

of disseminating these ideas like of competition through data, and through the indicators, or 

rankings, or everything. So, there is the idea of being more efficient, having evidence for 
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making decisions, which is good. But then behind that, there is this idea of competing, of 

trying to be your best, or trying to reach the ends no matter what the means are. And these 

ideas are somehow like a bit violent to every day’s life. And so, this makes people unhappy, 

stressed, and sometimes frustrated. And this was kind of the way in which, like, I was 

surprised by my research to realise how much does this really present in the daily lives of like 

myself, but also the people I interviewed” (I2, pos. 23). 

I22, shares I10’s love-hate relationship with digital data and I2’s reflections on their research:  

“I mean, it’s such a weird world, isn’t it? This metrical world, everything being ruled by 

metrics. Yeah, I guess as a qualitative researcher, I fundamentally have a high value for 

asking those why questions, but certainly through working on datafication, I’ve increasingly 

come to see the value of having some numbers, but it’s hard work getting them in terms of 

research design” (I22, pos. 23). 

Similarly, I7 started their research projects assuming a critical position towards datafication and 

quantification. That position, however, slightly changed in the course of the study after facing some 

positive examples, although I7’s overall critical perspective was confirmed in their findings. 

I27 shares another story of conflict between their personal views on datafication processes 

and their work. Prior to their career as a researcher, I27 worked in the field they currently study, 

which led to the development of their research interests. Reflecting on their previous practical 

experiences and on  

“how far away the data that we were collecting, and the picture of human beings in [field of 

study] that those data could tell us was from […] my spirituality. And the answer was a lot” 

(I27). 

They address emotional discomfort and disappointment that served as a springboard for an 

academic inquiry tending to the experiences of their former colleagues (I27). While I27 foregrounds 

their spirituality, I18 notices how personal standpoints towards datafication and, respectively, the 

concepts about datafication produced within current critical datafication scholarship are also tightly 

intertwined with political views of critical scholars. I18 also elaborates on the role of critique and 

the interplay between civic and academic critical positions. 

“You know, it’s quite a tricky thing to talk about, because it’s quite a politicised field of 

study. You know, there is quite a lot of sort of left leaning critical thinkers in the field, I’m 

left leaning too. And you could arguably say that you find what you are looking for, you 

know, you find that data-driven systems discriminate against certain groups of people, or you 

find that managers are using data tracking technologies in surveillance ways, or you find that 

people don’t like things the way they are and would like them to be better. You know, I’m 

not sure how willing people are to hear that about their own research. But I think it’s a 

phenomenon there is not enough reflection on” (I18, pos. 11). 

For other interviewed experts, such as I8, personal experiences such as being a parent also shaped 

their research practices. Being able to observe datafication processes in practices and experiences of 

people directly impacted by these processes not only as a scholar but also as a stakeholder, and a 

parent: “it gives me a more rounded view, I suppose, of the process” (I8, pos. 17). 

This shows that the personal standpoint of researchers does not only mean offering 

critique of certain concepts, but also the passion and care of researchers towards their work, other 

people, and the world, through their work. So, for example, discussing their research design, I1 

mentions how they like conducting qualitative research, as it allows them to become involved in 

interesting things (I1, pos. 7). I5 sees their role as a datafication scholar not in labelling certain 

processes as good or bad, but in understanding their variations and “still trying to give hope” (pos. 

55) to the communities they work with. I30 calls for approaching datafication processes “with an 

open mind and find some nuances” (pos. 15). Despite such hopeful and caring standpoints towards 

datafication processes, most of the interviewed experts would agree on what I3 summarises in the 

following way: 
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“So, maybe there is still kind of constant things that seem to be-, seem to annoy me and my, 

some of my colleagues. Also, to know, and still seem to annoy something-, one of the things 

is that this-, because these are people who are kind of proposing solutions to problems that 

they see in the society at the moment. But somehow, those problems are really heavily fixed 

on the data and datafication kind of plays out at the moment now. So, sadly. So, it is, really 

difficult to think about anything else for these people than to just, you know, figure out how 

people could use their data, own data for their own benefit” (I3, pos. 19). 

Other experts express a range of negative emotions they experienced during their studies of 

datafication processes. I13 reflected on frustration that accompanied some phases of their research 

projects when no empirical work could be conducted (and no results produced) due to the delays at 

the empirical site of practice. While they waited until certain data infrastructures could be further 

developed “there was very little that we could write about” (I13, pos. 15). For I21, who studies 

social media, doing extensive research on a particular platform makes using the same platform 

personally tiresome and affects their feelings about particular apps. These personal experiences of 

datafication research are intertwined with personal stories and histories of the interviewed scholars, 

with their onto-epistemological, and ‘spiritual’ assumptions, and their positions in the academic and 

other communities. My findings indicate, in the spirit of feminist technoscience (e.g. Haraway, 

1988; Suchman, 2002) how articulating these assumptions alongside with research findings 

produces more situated, contextualised accounts which render visible researchers’ care for their 

objects of study. 

While some of the negative emotions expressed in the above quotes are quite specific to 

studies of datafication, digitalisation, or mediatisation processes, the interviewed experts also shared 

their emotional experiences common for various academic domains. For example, I24 sometimes 

experiences writing with others as frustrating as they feel like they do most of the work. I12, in 

turn, was frustrated about lacking support and challenging communication in an interdisciplinary 

team. Particularly these latter examples refer to the significant role of scholarly communities for the 

individual scholars, and ultimately, for the production of empirical findings and conceptual 

understandings of datafication processes. It is specifically relevant for junior scholars like I12 at the 

time they mention in their interview. For I10, being a part of an academic community shaped their 

understandings of datafication that extended on the work of established scholars in their field. 

“And my work really builds on their work, you know, that they are the giant shoulders that 

I’m standing on, you know, because they’ve done such a lot with it. I think what I was doing 

was theorising it a bit more. They have documented it, but I’m interested in theory” (I10, 

pos. 10). 

For senior scholars, their academic communities provided the necessary springboards for 

developing new ideas (e.g. based on gaps in literature) and the necessary support for political work 

that many critical scholars perform in their respective regions of study (advising, critiquing, and 

developing ideas) especially concerning the increase of datafication processes. While engaging with 

the works within the academic community, the ontological differences need to be acknowledged. 

For instance, I15, an associate professor, is  

“[t]rying always to understand what earlier research has said about the topic that interests me, 

but at the same time, I’m aware that that research might be coming from a very different 

[field]” (pos. 7). 

Similarly, I18 (a full professor) elaborate on how they “decide what questions are important, based 

on current debates, and gaps in those debate” (pos. 3). Similarly, I25, also a university professor, 

while planning a research project, is also focusing on societal, academic, and political needs. Other 

experts view their empirical research as practical contributions to their respective scholarly 

communities. For example, they can provide other scholars with open-source resources (e.g. 

crawlers, datasets) for further studies (e.g. I6, I14). Overall, communities allow datafication scholars 

to collaborate with other researchers with shared understandings of datafication processes, 
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developed through literatures. However, as I24 notices, it can also limit their perspectives on 

datafication processes. For example, I24 laments, in their domain-specific academic community 

there is yet not enough conceptualisations of datafication that would acknowledge the particularities 

of the studied empirical sites of practice. Rather, the community borrows concepts from other 

broader research domains, which do not necessarily translate well. The lack of domain-specific 

conceptualisations of datafication, on the one hand, can be rapidly developed through the studies of 

multiple empirical examples not yet discussed in academic publications, but on the other hand, 

requires theory-building from datafication scholars in every publication, including empirical 

datafication research. Further challenge that I24 sees for their research community is its small size. 

They notice how academic trends are developing fast and influence how findings are presented, 

meaning that “almost everyone does the same” (I24, pos. 14). I25 develops this point further and 

explains on an example from their teaching how in such smaller, emerging scholarly communities 

research findings are written and presented with many assumptions. These assumptions are well-

known within, but not necessarily outside the scholarly communities, as I25 explains in an example 

from their teaching practice.  

“The students didn’t understand it was a critical text. They thought it was a text explaining 

how [this software] works and I thought, what? It is a throughout critical text. And what I 

find particularly interesting is that we… […] We are writing with so many assumptions that 

are not clear for students. So, when Ben Williamson is writing about big tech or Silicon 

Valley, for me it is clearly a negative connotation. But they [students] do not understand the 

negative connotation” (pos. 17). 

The example provided by I25 also illustrates another theme surfacing in most of the 

interviews I conducted. This theme addresses the role of critique in datafication scholarship and 

gives some answers to the question of why study datafication processes in the first place? While 

most of the interviewed experts describe their research as critical, a few of them underscore the 

importance of generative critique in datafication scholarship. For example, I20 recognises the 

importance of critique of datafication processes while at the same time elaborating on how 

“dismissing that without understanding how that technology not only functions but is already being 

utilized” (pos. 13) is not helpful. They assert that critique should be grounded in the understanding 

of technology to live up to the pace of technological developments:  

“if you’re talking about datafication I’m sorry. But like just a kind of social or cultural critique 

just, it’s not enough, it’s going to exist on the surface and it’s going to miss- even let’s say, 

just understanding what’s different or meaningful about a shift from a kind of symbolic to a 

connectionist AI model” (I20, pos. 15). 

I3 and I25 also articulate the need for more generative critique in the datafication scholarship:  

“So, what should we do differently? And so, kind of figuring that out, has been really 

important to me. And it goes to this expertise in the sense that, it is really easy for us who 

read these critical [social] studies literature to figure out the problems. It is really easy to 

point out the kind of the-, do criticism, I would say. So, that is kind of-, I am not saying it is 

cheap. But it is easy sometimes because in many cases, kind of you already know what you 

are going to find […]. So, you are going to find things that you often find with these kind of 

data related initiatives like you will find capitalism, you will find exploitation, you will find 

kind of surveillance, you will find biopolitics, you will find the entrepreneurial self and so on. 

So, there is this kind of concepts that you know, we can apply the things that we do research 

on and then you kind of already a bit know what is going to happen and that is-, I am not 

saying that doing that stuff is not important, but I-, it is would be a specific kind of expertise 

to do something else. So, be kind of still sort of within this critical literature, but still not just 

do critique, but be productive.” (I3, pos. 25). 
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“To find a way… See, I cannot even describe it for you. Positive examples about 

datafication. […] Find positive examples or how people repurpose data for themselves and 

do something with these. Without talking about best practices. Or naïve endorsement. I 

think generative critique like, like I mentioned in cultural studies, is that through highlighting 

what the like they criticise the whole society. […] But it is difficult in [I25’s] research domain, 

because it can be easily misinterpreted as a good practice, best practice, next practice. We 

need to do it like that, it’s cool like that. And for me that is a big challenge. How to write 

about it? About data, datafication, data practices, without such reduction.” (I25, pos. 31). 

Similarly, I5 states that critical scholarship is not ‘just’ about offering critique, but also about trying 

to understand and capture what is going on at the empirical sites of practice. In this spirit, I30 aims 

to extend current research about datafication by looking at practices to produce a more 

heterogenous picture of datafication processes. They also view datafication as strongly politicised, 

not at least in academic discourses. According to I30, these political discourses are either for or 

against datafication, though the middle path exploring the diversities, complexities, and 

multiplicities of datafication processes would pay respect to the different articulated positions and 

the heterogenous social practices through which datafication processes are enacted. 

 

6.1.3 Epistemologies and institutional frameworks 

These critical-generative perspectives on studies of datafication processes are interconnected with 

the theoretical and onto-epistemological concepts applied in datafication scholarship. The 

interviewed experts working across different domains of social sciences, attended to various 

concepts about datafication described in the previous chapters of my thesis. Some of the projects 

discussed in the interviews began at the time when “Mayer Schönberger and Cukier’s [(2013)] book 

had come out. And right around when Jose Van Dijck [(2014)] had written her seminal piece on 

datafication” (I14, pos. 5) and were widely discussed in the field. These discussions and early 

conceptualisations of datafication processes facilitated the development of empirical projects 

mentioned in the expert interviews. Further conceptual frameworks such as surveillance were used 

to support the empirical and theoretical findings from the discussed projects (e.g. I15, I29). I29 

gives an example of readings relevant for their current projects: “I’ve just finished a few months 

ago reading ‘[The age of] surveillance capitalism’ [(Zuboff, 2019)], and it really articulates things that 

I was thinking before” (I29, pos. 15). Such theoretical frameworks set the boundaries for what to 

include into or exclude from the concept of datafication. However, even with a number of 

theoretical and onto-epistemological perspectives on datafication processes “behind” them (I8, pos. 

23), datafication scholars still face various conceptual challenges. I24 describes the concept and 

term ‘datafication’ as “slippery” (pos. 4). For them the term datafication is “a shorthand for so 

many different things at once” (I24, pos. 16) and cannot be distinguished sufficiently from other 

terms such as ‘digitalisation’ or, sometimes, even ‘technology’. Similarly, I26 elaborates on 

datafication as a concept standing for many things difficult to pin down even in one societal 

domain, not at least as there are also quite different imaginaries of datafication both among 

researchers and practitioners. I14 is specifically concerned with the empirical and practical 

questions arising from the concept of datafication such as 

“how is this sociality expressed through the technical? But then with the kind of added 

question of like, if sociality is being expressed through that, then what are those technical 

objects that is allowing for that expression in the first place?” (I14, pos. 5). 

The quotes from the interview illustrate that for scholars studying datafication processes, the term 

and concept of ‘datafication’ also means different things: societal processes and imaginaries of 

various groups of people including academic communities themselves. While I14 addresses 

empirical challenges of pinning down what is datafication, and I24 or I26 point out to the 

conceptual challenges, I15 reflects on this double meaning of the term ‘datafication’ as an empirical 

process and a concept, theoretical framework used to study these same empirical processes.  
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“Well, one thing that I’m struggling with is I think kind of datafication is both a concept that 

we work with, but it’s also kind of a phenomenon that we’re studying. And I think that 

makes it really difficult. How do you -, because I think for me it’s an approach. Or like I 

would say that, datafication is the kind of lens that you apply to a phenomenon that 

somehow is -, you see it as related to datafication, but maybe it’s not correct to just say, okay, 

that is datafication, that is not datafication. So, but for me, that kind of always keeping in 

mind that there is this confluence between the conceptual and the empirical. I think that’s 

something that troubles me. And I don’t know how to sort of resolve that. But that’s one of 

the, maybe tensions that I am feeling. How do we still kind of use it conceptually as opposed 

to -. Or kind of conceptually empirically, but also understand that it’s a concept, that it’s a 

kind of lens that we are applying.” (I15, Pos. 17). 

I17 also grappled with the same question about the concept of ‘datafication’ that led them to 

thinking about digital data as “neither persons nor objects, but something in-between” (pos. 11). 

Avoiding the binary of subject-object understandings of digital data, I17 views them as an 

ontologically other manifestation of reality. 

In hindsight of these challenges, the choice of further, domain-specific theoretical 

frameworks applied in each individual study becomes a significant part of the study’s research 

design. Several of the interviewed experts articulated their interest in concepts stemming broadly 

from STS (e.g. I15, I21, I30), while others offered criticism of the same. I15 summarises their 

reflection on the use of STS in datafication research:  

“But maybe then, that also makes it a little bit difficult sometimes because, then you’re really 

kind of working in this nice bubble that provides you all of the resources you need” (pos. 7). 

Overall, STS-inflected datafication scholarship remains one of many theoretical, onto-

epistemological traditions used to understand datafication. I19, for example, view their work as 

grounded in interpretive (German “verstehende”) sociology and follow explorative empirical 

approaches to map various “puzzle tiles” (pos. 3) of the complex datafication processes performed 

in society. Within that explorative approach, I19 strongly focuses on individual cases, therefore 

making ethical questions of preserving anonymity of the study participants ever so important as 

they place a lot of trust in the expert. I20 prefers applying cultural theories (e.g. as those developed 

by Innis and Foucault) rather than STS, as these allow I20 to better understand the politics of 

datafication processes. Other experts such as I8 and I31 also extend their research on Foucault’s 

theoretical approaches. The different approaches interviewed datafication experts apply to 

understand their empirical findings, however, do not complicate or trouble a conceptualisation of 

datafication. Rather, applying theoretical frameworks that speak to the relevant research domains 

and empirical sites of practice allows to produce a more situated perspective on datafication 

processes than a universal theoretical framework (if such would exist) could ever do. As I24 argues, 

for future research on datafication, more theory-building should be done.  

According to the interviews, for theory-building in empirical datafication research certain 

methodological choices need to be made about the analytical frameworks and lenses through which 

to address datafication processes. The interviewed experts make such choices differently. First, 

some researchers apply theoretical frameworks according to their pervious expertise and research 

interests. For example, I1 applied frameworks from gender studies while I10 turned to postcolonial 

approaches. In the beginning of their empirical project, I10, who also has a background as 

practitioner in their current field of study, started reflecting about their position of power as a 

researcher, which led them to choosing a postcolonial and participatory research approach that 

balanced differences in power of empirical stakeholders, study participants, and the expert. I13 and 

their colleagues used a philosophical framework they considered inspiring and got feedback on their 

use of the theoretical approach from colleagues in other disciplinary domains who work with the 

same framework more often. I13 also explicitly acknowledges the performativity of epistemological 

and methodological frameworks chosen for empirical research and offers critique of “ethnographic 
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positivism that basically you go in there and you capture everything, and you detail everything” 

(pos. 27). Second, other experts’ theoretical choices were partially influenced by the editors, inviting 

scholars to contribute to anthologies and edited special issues of academic journals (e.g. I1, I30). 

Third, in consortium research projects choices regarding theoretical, onto-epistemological, and 

methodological approaches to research are often made prior to the study through grant proposals. 

To adhere to the goals described there, scholars later working on such projects have freedom in 

choosing different field theories, though are constrained and guided by the overall project 

frameworks. 

Consortium research projects often define the overall research framework (e.g. I2, I12, I18, 

I20, I26, I28), although new topics can emerge as findings. For example, I2 tells how in their 

consortium, different research groups conducted their own studies, but also did joint analyses to 

relate the results to each other and bring them in dialogue within the project. In this consortium, 

senior scholars who applied for funding pre-defined the initial study design, while other scholars 

involved in the project could make their own conceptual choices (I2). Another expert, addressing 

the advantages and challenges of working in a consortium project, notices that “one of the things 

that informs how we do things, is the teams that we are in” (I18, pos. 7). I28 makes a more general 

note stating that “science is a team sport” (pos. 13), therefore different people are required as there 

are many tasks to accomplish in one project. For managing the heterogeneity of profiles, research 

interests, and approaches, common research goals and questions are central. While negotiations and 

talking to each other help translate between different theoretical and disciplinary approaches, 

working in a team of people with diverging research interests does not necessarily yield into 

“completely perfect” (I18, pos. 9) research designs according to I18 (also I20, I26). For example, 

I26 articulates their experiences of working in collaborations in which strong research profiles of 

team members, being central to the development of studies, also made it difficult to contribute 

alternative methods and produced interesting, though not quite sufficient for everyone involved, 

results. 

As several interviewed experts underscore, despite the challenges of working in bigger or 

interdisciplinary20 teams, it contributes greatly to understanding datafication as a multiplicity of 

heterogenous processes that require analysis from a variety of perspectives: “different kinds of eyes 

looking at the forms of evidence” (I29 pos. 19, also I19, I25). Making a similar point, another 

expert (I20) addresses datafication as a societal phenomenon not bound by any discipline, which, 

therefore, needs to be studied from an interdisciplinary perspective. Some experts, such as I6, 

underscore both the value of an interdisciplinary perspective and that of seeing implications of 

datafication processes from a disciplinary perspective.  

“Because I think there’s real value in an interdisciplinary perspective. And there is also real 

value and interrogating, you know, the implications of datafication from a wide range of 

disciplinary perspective” (I6, pos. 23). 

According to the experts, with the help of such interdisciplinary approaches, the complexities of 

datafication processes and the interrelatedness between various aspects of these processes can be 

rendered visible. Another advantage of bigger, interdisciplinary consortium projects for studying 

datafication is their funding. I26 summarises it as follows: 

“But in reality, I think I’ve found over the last few years that unless you’ve got a lot of 

funding for massive project, which is increasingly more challenging to combine, then really, 

you’re very constrained in terms of what you can do” (I26, Pos. 5). 

The same expert also mentions that, especially for datafication research, topic choices are also 

highly political, and funders also pursue their own agendas, resulting in granting or denying funding 

for certain projects.  

 
20 Here and in the following, I do not make distinctions between inter-, trans-, or multi-disciplinary 
approaches but rather use the term “interdisciplinary” for all the above. This decision is grounded in a variety 
of uses of these terms in the expert interviews. 
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“I mean, I guess if you were centering a funding application on that issue [(datafication)], 

maybe it’d be something that they’d value. It probably depends which funder you’re talking 

about. They just might, some reviewers that wouldn’t see that, wouldn’t appreciate it might 

just think that you’re incompetent like my technical reviewers or something, who knows. So 

yeah, I think you probably do need to be a bit careful about how far you go with discussing 

that in different contexts.” (I26, Pos. 27). 

I20 recounts the procedures of funding applications for different research domains—social sciences 

and engineering/computer sciences, concluding that the choice of funder shapes the research 

project. The arguments about the role of funding put forward by I20 and I26 can also be related to 

the arguments made by other scholars (e.g. I8, I18) who highlighted political aspects of digital data 

and of research about these (see section 6.1.1). These latter experts mentioned how in developing 

research designs and questions, they follow both the current academic and political, societal 

discourses, while the choice of research techniques sometimes is driven also by the need to give a 

certain argument more political ‘weight’ (I8). For I19, developing multiple funded research projects 

iteratively allows to gather the “puzzle tiles” (pos. 3) of one bigger, complex datafication process. 

In general, most interviewed experts understood their work as interdisciplinary, while some 

specified that they work with other social scientists (I18, I19, I29) and others with computer science 

and other natural and engineering sciences colleagues (e.g. I3, I16, I20). While describing their 

interdisciplinary research projects, I29 noticed how they work in “reasonably interdisciplinary” (pos. 

19) teams of scholars from various domains of social sciences: 

“It’s fascinating that you asked me that because I fancy myself as an interdisciplinary person 

and I love working in interdisciplinary teams. But thinking about virtually all the projects I’ve 

just told you about, it was basically with people from a similar disciplinary area” (ibid.). 

In turn, I25 defines “real” (pos. 27) interdisciplinary collaborations as those in which everyone 

involved knows beforehand that applied concepts will differ; to achieve some common 

understandings and learn together, they engage in collaborative reading and writing. I21, in turn, 

mentions that working in a team, particularly when studying personalised algorithms, provides a 

way to reach certain “consistency of experience” (pos. 13). Both in the cases when interdisciplinary 

teams are working together or a team from one discipline is working in an interdisciplinary field, a 

particular attention to the conceptual choices as well as historical and disciplinary developments of 

the theoretical approaches taken could be helpful. First, for making authors’ assumptions explicit to 

the interdisciplinary audience. Second, for developing shared understandings and concepts of 

datafication processes and producing a more partial view on datafication processes within the 

project teams. Particularly in the teams of social scientists from different domains of social sciences, 

the challenges of finding common understandings and concepts, although present, were not 

perceived as grave. At the same time, experts from social sciences working, for example, with 

computer science scholars, mentioned the difficulties in finding common analytical grounds, the 

need for translation between the disciplines, and “humility” (pos. 9) required to learn from each 

other (I20, also I16).  

“So, I am not- the one thing that I’ve learned is not to expect my colleagues in computer 

science to see or understand the world exactly as I do or to even have the faintest 

understanding of the kind of- the social or cultural theory that I might use. In the same way 

that they would not expect me to be able to give as detailed a technical description of a 

convolutional neural network as they could give to me. I go to them to learn from them with 

a basic degree of humility, understanding that the entire purpose of my collaborating with 

them is to learn things that I do not know right now.” (I20, Pos. 9). 

I23 notices that particularly for studying datafication processes, sometimes data scientists are 

tempted to leave expertise from other disciplinary fields without attention, which however, is also 

crucial according to I23.  
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“So if you, …, if you succeed in talking with other experts, then you really have great 

research projects and great results, which are also useful for society, not only for scholarship. 

But it’s not always easy, because of course- I mean, on my computer, I cannot even run a big 

dataset. I mean, it cannot manage it. So of course the temptation by data scientists to say, 

“Okay. I don’t need-“ Not myself, but your expertise might be there, but still whenever you 

get a successful research project on these fields, you need to get very different experiences” 

(I23, pos. 23). 

Both I20 and I23 conclude that successful interdisciplinary work is about mutual learning: “stop 

expecting them to be what you are and start to learn from what they are” (I20, pos. 9). 

Other interviewed experts also enact such view on collaborative work in their datafication 

scholarship. For example, the expert in the interview I25 reports how they could learn more about 

data analytics and data science methods in interdisciplinary consortium projects. The expert from 

the interview I16 describes the role of a developer colleague in their research team of primarily 

social scientists and trust the latter placed in the developer and their expertise to figure out 

approaches to multiple technical questions from the research project. The social scientists from this 

team, on the other hand, did not require to develop a detailed understanding of computational 

processes, but provided questions and situated research in societal contexts according to their 

expertise in the datafication processes explored in the reported project.  

“But again, I think they bring their own cases, for example, or their own interests, as well. I 

mean, I will say particular with my computer science postdoc, it’s been a conversation about, 

again, because it’s something that’s not familiar to me. I don’t know exactly what the 

possibilities are. And what I’ve been interested in for my project has been to try and critically 

interrogate existing systems from a technical perspective. And, you know, if it’s up to him to 

sort of figure out like, how can we do that, in a way that actually works, because that’s not a 

straightforward thing to do.” (I16, Pos. 23). 

Another example on interdisciplinary collaborations provides I12. For them, working in an 

interdisciplinary team that predominantly consists of scholars from other academic domains than 

one’s own sometimes felt intimidating, particularly as a junior scholar. Another perspective 

provides I29, addressing the challenges of building up a team with a required variety of expertise. 

To balance that, collaborating with people who already have experiences and expertise with 

datafication research can be helpful, as I32 reports. 

Overall, while the disciplinary perspectives differ, most important for collaborations, 

according to the interviewed experts, are shared onto-epistemological assumptions about 

datafication processes (I19, also I4, I8, I25, I26). Similar experiences in their collaborative work 

discuss also I14, I23, I24 who, therefore, prefer working in a community of friends, like-minded 

scholars. Even when projects are conducted as collaborations between scholars from different 

disciplines, it is important to involve other relevant stakeholders (I26). In addition to translation 

required between researchers, even if they share fundamental onto-epistemological assumptions, 

translation work is also required when collaborating with practitioners. As an expert in the 

interview I6 explains, often scholars and practitioners (e.g. public servants) and also practitioners 

among each other (e.g. different governmental departments) use varying terms to describe similar 

datafication processes. Without knowing and using the ‘right’ terms, communication is difficult and 

acquired information fragmented. 

 

6.1.4 Expertise, research procedures, and ethics 

For datafication scholarship, alongside with theoretical choices setting boundaries for the definition 

of empirical phenomena under study, methodological choices are performative to the 

understandings about and concepts of datafication produced in empirical studies. According to I26, 

who understand themselves as critical data scholar, critical data researchers have expertise for 

understanding and empirically identifying datafication processes. Even among datafication scholars, 
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some methods (e.g. computational methods) require more in-depth engagement. Experts applying 

computational methods such as I16 lament how these are “often, I think, not thought about that 

these kinds of big data methods are actually theory agents” (pos. 27). Similar arguments have 

extensively discussed in the chapter 2 of my thesis (see also Lindgren, 2020; Rieder & Röhle, 2017). 

Based on the expert interviews, several strategies for making methodological choices can be 

identified. First, some experts (e.g. I6, I8, I11, I15, I22) apply certain techniques of data collection 

and analysis based on their vast experiences in using these techniques and on the centrality of these 

techniques for certain academic communities. For example, I8 explains their research designs as 

follows: “I do datafication with sort of traditional sociological research tools of interviewing, and 

observing, and surveys, I suppose, but they’re very kind of qualitative surveys really” (pos. 23), 

because  

“that’s what I know how to do. And that’s what people like me do, you know, in my field. 

So, there’s that. The other one, I suppose more seriously, really is that, in all of them, it was 

about understanding in depth, people’s lived experiences of datafication or the policy that we 

were looking at. And that kind of depth of data and understanding, I think can only be got 

out through an interview and ideally one where they’re in the work setting, so they can bring 

in the things that they need, they use, and they can go and get stuff, and they can talk to you 

about it, and also, that you can get a sense of the setting.” (pos. 29). 

Grounding methodological choices in the scholarly traditions of relevant academic communities, 

however, seems to be in contradiction to some other interviews in that the experts assert that they 

are guided primarily by the research questions and, building on these questions, choose techniques 

to answer these (e.g. I10, I13, I18, I20, I24, I25, I28). For these experts, techniques of data 

retraction and analysis never define the development of research projects. Rather, these experts 

articulate their openness towards experimenting with various methodological approaches that lead 

to answering their research questions. Further, for some other experts such as I26, applying 

different methods depends on the collaborations and joint research interests developed from these. 

Finally, I2 and I26 also underscore the importance of applying both qualitative, quantitative (and 

computational) methods for datafication research “on our terms as the critical data studies people” 

(I26, pos. 15) as such combinations allow a better technological understanding of datafication 

processes. At the same time, I26 warns against putting too much hope in the computational 

solutions.  

“But I think sometimes computational methods can be good for really interrogating 

something and understanding that more of a technical level, I suppose, what is going on, 

what the issue is, and maybe being able to think of ways to adapt the system in order to 

overcome those issues. But I think we should put too much-. We shouldn’t have too much 

hope for computational solutions, but I think it is useful to not dismiss them in some cases I 

guess is where I’d stand on that. I think the more that we can bring in the more that we can 

use to explore these issues, I think is good.” (I26, Pos. 15). 

Articulating their personal standpoint on methodology, I13 critiques an understanding of 

methodology as data collection and analysis. Rather, they see research methodology as building 

relationships with people. I13 explains: “I think, what we do as researchers is, we tell stories, and 

we build narratives” (pos. 19) and later continues, “I think, you need to really immerse yourself in 

the context and in the stories that you’ve collected through the context and in the data” (pos. 21). 

For I13, science is a creative process in that talking to others (in a ‘hermeneutic tradition’) is a 

crucial practice and skill. Similarly, I25 also views research methodology as telling stories that give 

answers to the research questions. I25 explains their position with the background in cultural 

anthropology. For I8, in turn, “doing research means going out to places” (pos. 37). For I15, 

research methodology is an “overall approach in research” (pos. 5); it includes theoretical literature 

and ontological, philosophical assumptions, according to which scholars ‘perform’ their research 

and brings together different aspects of the research practice. (This understanding resembles the 



METHODS ASSEMBLAGES 
OF DATA STUDIES     137 

 

 

perspective on methods performativity taken in my thesis and is grounded in the expert’s current 

interest in the STS and the debates about the social lives of methods.) Making a similar argument, 

I30 dismantles a narrative about research processes as linear, underscoring the role of “timing and 

luck and negotiations” (pos. 3) in developing a successful ethnographic study of datafication 

processes. Specifically, for some research situations luck lies in the ability to gain access to research 

study participants and being able to enter certain research situations. 

“So just so you know, gaining access to that was very difficult to come as an ethnographer 

into a ministry and even once I gained access, I couldn’t start doing anything because there 

was a change of minister so everything, that sort of freezes all actions in a ministry because 

they wait for the new minister’s guidelines and attitudes before they can go on with certain 

initiatives. So, I had to wait maybe four months from the agreements until I could start this 

ethnography. So, this is just to say that timing was very important.” (I30, Pos. 3). 

Similarly, I13 reflects on timing as a challenge for empirical research: 

“I remember going in the early stages and they’d say: “Oh, when you come back in six 

months’ time, everything will be transformed and we’d be just using this and would be doing 

this”, and then we come back in six months’ time, and they were stuck at the same thing” 

(I13, Pos. 17). 

Finally, I18 highlights the necessity of methodological reflection in datafication scholarship, as they 

“don’t feel like there any particular method sort of lend themselves, more or less to the topic” (pos. 

11). For I18, such reflection on application of any chosen method can be reached by 

acknowledging the performativity, partiality, and situatedness in academic publications. Critical 

reflection of one’s own research practices, for I18, is one part of expertise that datafication scholars 

require. In the interviews, experts have pointed out skills and expertise necessary for studying 

datafication. First, understanding of technological processes enabling datafication and computer 

science or computational research methods were mentioned by several experts (e.g. I11, I20, I28).  

I20 notices how “for a lot of people coming from social and cultural theory there is a never-ending 

suspicion of technology” (pos. 13). They argue that for datafication research to be successful, there 

should be willingness to engage with the technologies enabling datafication beyond the view on 

technologies as an incremental problem. I3 makes a somewhat similar argument elaborating on the 

challenges of conducting critical scholarship and the expertise that is required to provide generative 

critique. I25 follows an approach of “slow research” (pos. 13) and underscores the value and 

expertise of attending to individual examples of datafication processes that might have significant 

implications.  

“There are other people who are working fast. And look at fast policy. And it is really 

important. I was once criticised for taking a frog perspective. But it’s cool, the frog 

perspective. To slow down and to take only a small piece. And look, what does it have, this 

small piece, seemingly banal, subtle mechanisms” (ibid.). 

At the same time, for example I16 addresses high attention to computational expertise as “fetish” 

that sometimes can also undermine critical research. Rather, being able to combine multiple kinds 

of expertise are relevant for datafication scholarship. In this spirit, I30 also elaborate on the role of 

computational, statistical expertise vis a vis researchers’ abilities to ask ‘naïve’ questions. Similarly, 

I21 report about teaching their students and junior colleagues to “understand data beyond the 

hype” (pos. 27), also including narratives created by big tech companies. Overall, the quotes bring 

into the fore the challenge of datafication as research episteme and an empirical phenomenon, at 

the same time highlighting how usage of digital data for research on datafication processes brings 

scholars into a position to reflect their own methodological choices and practices. 

The importance of heterogenous expertise underscore a few other experts. For example, 

according to I19, heterogeneity is one of the central kinds of expertise for studying datafication 

processes, for the expert, it is not helpful to study datafication only from one perspective. For I11, 

the core expertise of datafication scholars describes their ability to cover various sub-aspects of 
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datafication processes, including both domain-specific and datafication-specific concepts and 

implications. Similarly, for I18, knowledge of an empirical field of study also can be understood as 

valuable expertise. I26 brings all the above perspectives on the expertise of a datafication scholar 

together. For I26, various disciplinary perspectives are equally important. For example, “some 

understanding of the information sciences is quite valuable” (I26, pos. 15) to avoid exaggerating the 

power of the technologies. However, they later notice, these discourses are currently “getting 

better” (ibid.). They continue,  

“I think studies of datafication can come in all different shapes and sizes, methodologically 

disciplinary focus, and I think that’s really valuable in what creates a richness of the field with 

everybody looking at things from different perspectives” (I26, pos. 15). 

In turn, I24 argues that for datafication scholarship as a relatively new academic field, good 

understanding of theory is required for theory-building. Besides theoretical expertise, 

communication, and “people skills” are also relevant as for I24, attending to datafication processes 

also means attending to their implications for various stakeholders. In addition, communication 

skills, according to I24, are relevant for building scholarly communities in this fast-developing 

research domain. Another kind of expertise and skill mentioned by several interviewed experts 

concern academic writing. For example, for some of the interviewed scholars, writing practices are 

seen not only as required to produce academic results, but as a way of creative engagement with an 

object of study; sometimes writing is also combined with walking (I10). Within consortium 

projects, writing is seen as a valuable form of communication with colleagues through which 

translations between disciplines and theoretical approaches can be performed and accomplished. 

However, writing up research findings for academic journals also requires finding “the right” 

journal that “understands” own ideas and ways of doing things (I10, pos. 22, also I25, I28). In 

contrast to journal articles, books (e.g. as reports at the end of a consortium research project or a 

PhD thesis) provide space for a more detailed methodological and conceptual accounts, reflecting 

the journeys research projects undertook (I2, I3). Several interviewed experts (e.g. I2, I27) 

expressed their general frustration with journal publishing and academic systems, noticing the lack 

of time for reading longer pieces and the following demand of shorter texts, poor descriptions of 

methodological approaches in published research, or overall systems directed at ‘producing’ 

outcomes—from papers to careers. Other issues concern research ethics and addressing sensitive 

topics in the project results. For example, the expert from the interview I1 reflects on an ethical and 

practical challenge they faced while attempting to contextualise research results in detailed 

descriptions about study participants. I1 could not provide such descriptions due to the study 

participants’ concerns about privacy and anonymity. The expert “tried to anonymise all the data” 

(pos. 18) despite the loss of the contextualisation. To balance the research interests and the study 

participants’ concerns, the expert conducted an overt observation and additional digital 

ethnographic work in order to complement their findings with publicly available information about 

the community their worked with. Similarly, I13 also elaborates on the choices about research 

ethics and anonymity that had to be made for reporting study results at the cost of certain—

illustrative—stories that, being told, would have exposed the identities of the study participants.  

While these frustrations and challenges concern not only datafication scholarship, but 

academic research and writing in general, the experts also identified several issues specific for 

writing and talking about datafication processes. For example, I24 mentioned that writing a book 

takes so much time that particularly in studies of datafication, the material can become outdated by 

the time of publishing. For I8, preserving anonymity of study participants and other stakeholders 

also meant access restrictions to relevant materials (e.g. charts, spreadsheets). Even when access to 

such materials for researchers was possible, these findings could not be used directly for public 

presentation of results.  

“So, often, we’ve ended up talking about those kinds of artifacts, kind of the documentary 

evidence. We’ve ended up just talking about and rather than actually showing, which can be 



METHODS ASSEMBLAGES 
OF DATA STUDIES     139 

 

 

difficult because it’s quite hard to visualize really the extent-, some of the data. And I think it 

would be quite useful sometimes actually to be able to show, you know, in a conference 

paper or something, it’d be quite useful to be able to show the spreadsheet, but it’s difficult” 

(I8, Pos. 9). 

Further ethical challenge pointed out by I8 concerns trust of study participants not from the 

perspective of preserving their anonymity, but the representation of study participants in the 

research findings. Sometimes, so I8, scholars end up criticising their study participants in their 

publications, that can also undermine mutual trust they built over the course of the research 

project. The important academic expertise in critical research on datafication, then, is to balance 

trust and critique. The expert I22, also elaborating on writing about sensitive topics, explains how 

stating one’s own positions towards the topic explicitly in the writing allows to produce more 

situated accounts about the studied datafication processes.  

“But I remember that was on my mind, what’s going to happen here? Especially seeing all 

the colleagues being trolled for doing sort of equality and diversity work. I think when we 

were writing the [anonymised] paper, we were really, really careful to maintain, and I hope 

this was successful, but to maintain our respect for the participants, even when we thought 

that they were being really sexist, and it really bothered us” (I22, Pos. 17). 

Also, I22 reports about personal experiences related to research topic and “awful” (pos. 9) feelings 

brought forth by contradictions between personal views and those of the study participants. 

Alongside these feelings go also worries about potentially being insulted by the study participants 

for a critical perspective on their practices and concerns to be prohibited to use their (publicly 

available) materials in publications (see also the above quote by I22). 

Other ethical challenges address concerns or restrictions which further stakeholders such as 

developers and social media platforms put on research processes. In one of the projects discussed 

by I14, ethics has been considered from the perspective of privacy by design, which is, however, 

criticised by the expert amid the lack of a feedback loop from the users in such approaches. Rather, 

the aim of the I14’s project was to give their study participants tools to (at least try to) exercise their 

privacy rights or learn more about them. I28 provides an example of their work with data crawlers 

that is usually not allowed by social media platforms but is required in order to understand, 

deconstruct their algorithms and hold the companies to account. Overall, in datafication research, 

making decisions about ethics and anonymity does not only concern the trust placed into the 

scholars by the study participants, but also the broader imaginaries of technologies and data. 

Sometimes it may lead to presenting technologies and data as rather neutral, as all the internal 

struggles, conflicts, and ambivalences are being written out in order to preserve the anonymity and 

integrity of the study participants.  

In sum, some of the topics discussed in this section such as interdisciplinarity and 

consortium projects, academic writing and publishing, or research ethics do not concern solely 

datafication scholarship. Several datafication-related issues such as politics of data, often lacking 

access to materials, stakeholders, and research situations, and an interdisciplinary character of 

datafication processes provide some examples for the specifics of datafication research politics. By 

attending to these issues from the perspectives of the interviewed datafication experts, I aimed to 

illustrate with this section, why data scholars explore datafication processes before exploring how 

they conduct their research. This section illuminated the decision-making and affective processes 

required for a research project on datafication to be conducted and the manifold of challenges 

datafication researchers face. In hindsight of these decision-making practices, related challenges, 

and care they require, the question, what people, research instruments, artifacts, and elements of 

datafication processes researchers assemble in their empirical work and how these assemblages help 

understand datafication better, becomes central. The next three sections of this chapter attend to 

this question in more detail. Bei outlining various elements of methods assemblages, I show when 

and how they are performatively enacted and produce certain concepts about datafication. 
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6.2 Exploring encounters with data representations 

The first methods assemblage discussed here allows scholars to study how various people 

encounter data representations—derivatives produced from data analysis. In this section, I present 

the results of my analysis drawing on the definition of a methods assemblage developed in 

chapter 3. According to this, a methods assemblage is an enactment of the relations between the 

researchers including their positionings in the field, the researched actors, sites of practice, and 

specific research procedures and techniques. The subsections of section 6.2 refer to these elements 

of a methods assemblage. First subsection introduces data representations as a core of the methods 

assemblage. Second subsection primarily addresses kinds of knowledges sought by exploring 

encounters with data representations; this is followed by a discussion of the relevant research 

procedures and sites of practice. I draw on a heterogenous sample of empirical projects on 

datafication discussed in the expert interviews and provide anonymised accounts of these: 

researched actors, therefore, are mentioned throughout each subsection. This section is concluded 

with a discussion of how the methods assemblage for exploring encounters with data 

representations sometimes overlaps with other methods assemblages. 

 

6.2.1 Encountering data representations 

Scholars applying methods assemblage of analysing encounters with data representations have 

different takes on the question of what data representations are, depending on the disciplinary 

affiliation or research questions of each research project. For example, for some such data 

representations can be understood as statistical data in form of lists, tables, and various graphic 

visualisations such as graphs or diagrams (I2, I5). Some scholars attend social media and app use 

data visualisations (e.g. I12, I14, I23) while others are interested in representations of material, 

physical objects which become datafied through information systems and data infrastructures (I17, 

I4). Following the expert interviews, I do not focus here on the methods or tools with which data 

representations have been created. Rather, I discuss in this section how various forms in which 

digital data are rendered accessible to human actors (in contrast to machine-readable formats of 

digital data) being negotiated, created, encountered, and related to by these human actors. Data 

representations should not be seen as mere visualisations of certain datasets with the help of 

graphs, lists, or tables; rather, data representations can be analysed as a way to create relations 

between digital data and actual, lived realities. So, I17 notices in their analysis of data 

representations (such as numbers meaning to represent certain populations) how even welfare 

projects use data representations as political instruments for securing and maintaining power 

positions in relation to other state or nongovernmental actors. I17 was particularly interested in the 

ways their study participants attributed value to data representations and physical, material objects 

these data meant to represent (in the case studied by I17, e.g. housing or household items). I17 

addresses this value attribution as “ontological relevance” (pos. 13). For example, I17 observed 

situations where their study participants attempted to ‘game the system’ and tweak the numbers in 

order to create such a representation of their lives that it would allow them to better their living 

conditions (e.g. receive different housing). 

Attending to the perceptions and practices upon encountering data representations, I17 

explored how study participants translated encountered data representations back into objects and 

items these data meant to represent and subsequently acted upon their interpretation of data 

representations, e.g. by tweaking the numbers. In relation to translation taking place in encounters 

with data representations, I29 points out a methodological challenge for researchers, addressing 

how researchers and practitioners might understand, perceive, and experience differently what 

counts as a data representation. They argue that “there’s always a translation exercise that takes 

place when you’re using data or even understanding datafication as a phenomenon” (pos. 17). 

Particularly when study participants deem data representations irrelevant or inaccurate and choose 
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not to engage with them further, not to act upon them, researchers face a challenge for their 

interpretive work. As discussed in chapter 2 of my thesis, according to some critical scholars, 

lacking attention to agency of study participants, especially laypeople, pictures them as ignorant and 

lacking agency (e.g. Dencik, 2020; Livingstone, 2019). Exploring how people encounter data 

representations allows to turn away from such a simplified view and investigate in more detail the 

processes of translation through which people re-situate data representations in their lived realities. 

So, when talking about encounters with data in such situations, these can be seen as personal 

encounters, as an understanding of oneself as data and trying to match what is important to oneself 

to be datafied in the real world. Even when study participants do not take any action upon 

encountering data representations, they exert agency by re-situating the encounter in accordance 

with their knowledge, emotional state, and goals. 

Respective to the various kinds of data representations and empirical sites of practice, 

actors encounter data representations differently. For example, in the educational domain, 

educators encounter data representations in their professional practices in form of national or local 

test results, rankings of their educational institutions, their students, and themselves. Other, 

laypeople encounter various data representations in their everyday lives, producing these themselves 

as part of their self-quantification practices, or encountering data representations produced by other 

actors, for example while reading a newspaper with a data visualisation in it. In other cases, 

researchers purposefully create encounters of their study participants with data representations (e.g. 

I12, I14). In these encounters with data representations, datafication processes and their 

implications are being enacted. Attending to encounters with data representations analytically, 

therefore, allows to study the enactment of datafication processes by people who are not 

negotiating data and their representations during their development, but rather re-interpret these in 

their everyday lives. 

 

6.2.2 Understanding lived experiences 

To understand how data representations are encountered, datafication researchers investigate the 

actors involved, their perceptions, positions, and responsibilities in regard to processing or 

interpreting the data representations, who is best informed about the datafication processes enacted 

in these representations, and how analysed data representations are situated (I5). Central to the 

methods assemblage of exploring encounters with data representations is not an analysis of the data 

representations themselves, but rather actors’ experiences and perceptions of these. I12 elaborates 

on the goals of one of their research projects illustrating such an application of the methods 

assemblage. 

“So we didn’t want to analyse what they do on their devices, how much they use for what 

and that data was not directly available for us. […] well, at least for me, that was not the 

focus, but I wanted to hear how people reflect when they encounter their own visualisations” 

(I12, Pos. 5). 

In the projects in which methods assemblages of exploring encounters with data representations 

were enacted, understanding lived experiences of people in their everyday or work lives has been 

the central research interest (e.g. I1, I2, I3, I12, I17, I18, I29). Attending to the lived experiences of 

the study participants analytically in addition to or instead of an analysis of data representations 

themselves can make visible the discrepancies between lived experiences and data which are meant 

to represent these experiences (e.g. in cases of tracking data stating something different than what 

study participants perceived they did, such as reported by I12, I23). To understand perceptions of 

and experiences with data representations, qualitative research is usually conducted. The scholars 

aim to understand the enactment of datafication processes and/or their implications on various 

actors. With the help of qualitative research techniques, perceptions such as thoughts, feelings, and 

attitudes towards datafication, as well as lived experiences including practices and activities 

performed during encounters with data representations are examined. Different experts defined 
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lived experiences differently. For example, for I1 these comprise of sayings and doings of their 

study participants, while I3 give priorities to the practices—what study participants actually do as 

they encounter data representations. For I2, lived experiences can be understood as “the discourses, 

the impressions, and how these discourses were reflected in the practices” (pos. 15). For I12, who 

has been inspired by Helen Kennedy’s work, lived experiences particularly address the kinds of 

feelings evoked by various datafication processes in the everyday lives of study participants. For I5, 

exploring lived experiences means understanding how educational institutions “engage with these 

different forms of data” (pos. 29). I8 describes their focus on lived experiences as an exploration of 

relationships through ethnographically inspired research designs: “the kind of ethnographic style 

observation of trying to understand the relationships the within a setting” (pos. 29). In I8’s projects 

such ethnographic observation is accompanied by interviews to provide deeper understandings of 

these relationships. 

Analysis of expert interviews suggests that datafication researchers attend to experiences 

with and perceptions of data representations together. For example, I1 explains how they combined 

ethnographic observation with interviews to capture both. 

“[T]hat’s also why I chose the qualitative approach, […] because I was interested in 

reconstructing the perspective of the people. So, that’s why also I conducted the qualitative 

interview. Not only seeing what’s happening through the […] observation, but I’m interested 

in, what do these people actually think? […] What is their purpose and what are their aims?” 

(I1, pos. 15). 

In an exploration of encounters with data representations, lived experiences and perceptions 

collapse together with imaginaries of datafication processes as study participants encounter data 

representations in their everyday (e.g. I18) or working lives (e.g. I11, I12). Researchers’ analytical 

attention is directed at identifying lived experiences in encounters with data representations and 

what ideas, feelings, imaginaries, and values are guiding the study participants’ perception of these 

representations. During the encounters with data representations, they are being enacted as such 

and acted upon. Attending to representations of these diverse kinds of data in the everyday and 

professional lives of individuals and collectives allows scholars to explore the performative role data 

play in shaping societies. Studying encounters with data representations means that scholars focus 

on performative characteristics of data and their representations and how individuals or collectives 

act upon such data representations. 

Some of the reported examples illustrate how perceptions of and experiences with data 

representations and the datafication processes they enact are guided by the study participants’ 

motivations and interests. For example, I12 remembers how in one of their projects, they expected 

study participants to reflect critically on the data extraction by big tech corporations when facing 

visualisations of their app use data. The study participants, however, preferred to view these 

visualisations as a call to action (e.g. to change one’s behaviour), as a way to learn more about 

themselves, or as an affirmation of their practices. These individual preferences and interests drove 

the study participants to join the research project in the first place, in contrast to the researcher’s 

aim in empowering critical reflection of the data extraction. If data representations respond to the 

actors’ interests, there is also some generative power of datafication processes and productive 

transformations following these (e.g. I3, I14, I25). So, I14 elaborating on some of their research 

projects, argues that datafication research should turn attention to the ways in which stakeholders 

benefit from encountering their data representations. 

“But I think we also need conversations around what are possibilities, for users -, for 

citizens, if they have access to their own data, because this is something that they don’t 

normally -, that we don’t normally have” (I14, pos. 5). 

An encounter with data representations created by research team may be a way to make these 

productive, empowering implications explicit, while particularly participatory projects lend 

themselves for such research interventions (e.g. I14).  
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I18, in contrast, questions the widely applied focus on perception of datafication processes 

as knowledge of these processes. They question the extent to which datafication processes are 

knowable at all, even for themselves or other datafication experts because of complexities of the 

phenomena, limited access to information, and continuous flux of datafication processes: 

“[U]nderstanding [datafication] somewhat is about the best that I could manage” (I18, pos. 13). I26 

makes a similar point wondering about the meaning of the concept of datafication for various 

actors and questioning whether and how datafication processes can be understood at all. 

“Like people are just talking about datafication like as something out there, like an abstract 

thing sometimes. If it’s so hard to pin down what it is that we’re actually talking about, what 

does that mean for our understanding of datafication?” (I26, pos. 19). 

According to I18 and I22, focusing specifically on data representations such as visualisations allows 

to grasp datafication processes in greater detail, rather than attempt to describe perceptions of 

datafication in general. Visualisations, while having their own aesthetics and rules (e.g. I22), can be 

more easily re-situated, for example by exploring how they were created, and evoke emotional, 

affective reactions. I12 recounts how in the research project they conducted, study participants 

experienced different kinds of feelings upon an encounter with data representations, ranging from 

anxiety to satisfaction. I22 provides another example on why feelings matter in an analysis of 

encounters with data representations by turning attention to why actors encounter data 

representations in their everyday lives. 

“You can’t actually get people interested in stuff they don’t care about. Right? So, there was a 

sense that data was just being consumed on a sort of ‘need to know’ basis. I mean, just, “I 

need to do this for work,” or, “This is part of the app that I’m using to track my exercise.” 

But for the most part, that was by the by, and I don’t think people really associated that with 

data in the way that we were talking about it on the project.” (I22, pos. 15). 

This quote echoes the proposition of the expert I18 to study in detail a small number of 

datafication processes as enacted in encounters with data representations. Such detailed attention 

can allow differentiation between a variety of experiences that enable manifold ways in which 

encounters with datafication are perceived and known by people. In research projects conducted by 

I12 and I22, an encounter with data representations was orchestrated by the research team and used 

as a prompt to elicit how study participants make sense of data representations emotionally and 

cognitively. Methodologically, an encounter with data representations not only works as a prompt 

in an empirical study, but also allows researchers a better understanding of why certain data 

representations are valued by actors and not others, how these actors interpret these 

representations, and how they act upon such an encounter. An analytical switch from such 

interpretation as cognition to further forms of knowing about datafication based on encounters 

with data representations also means for some interviewed experts (e.g. I18) moving from iconic 

examples of such data representations to more mundane ones, those deeper embedded in the lived 

experiences of actors, in their everyday and professional lives. A methods assemblage of exploring 

encounters with data representations renders lived experiences of people living in datafied society 

visible for research, particularly when research aims at understanding everyday personal or 

professional lives of various actors. 

In research applying methods assemblages of exploring encounters with data 

representations, study participants are not the only ones who encounter data representations. 

Particularly in participatory projects in which tools for developing data representations or 

representations themselves are being developed collectively with the study participants, researchers 

do not necessarily expect certain results and also encounter the representations for the first time. 

For example, I14 reports on learning “as much from, you know, our own experiences, but also 

from the eyes of our participants who were also seeing these things” (pos. 9). Another example is 

I27, for whom the whole research projects described in the expert interview started from personal 

experience with datafication processes and the discrepancies between data representations and what 
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these meant to represent. Other experts also tried out different research tools themselves in order 

to re-enact themselves the encounters with data representations, which the participants of their 

studies had. For example, I12 recounts their experiences of working with research tools study 

participants used to create visualisations of their app use as exhaustive and anxiety-provoking (pos. 

26). 

“Then having to be using the Android phone and being exposed to all the data collection 

that Google is doing, that was kind of eye-opening for me. All the notifications linked with 

my location like - Would you like to recommend this Museum or this restaurant? I hadn’t 

known that it is there because I was using the iPhone. I also realised how exhaustive it was. 

So, when the apps were tracking a lot of things, it was just too much to digest so I didn’t 

even-, in the position of being a researcher, I didn’t find the time and motivation to go 

through everything. Especially the kind of log that had a scale that did it by second.” (I12, 

pos. 26). 

I12 also notices that they preferred certain data visualisations over others. I7 also tried out tools 

their study participants were using to create and encounter data visualisations, similarly, finding 

these practices personally annoying. 

 

6.2.3 How are encounters with data representations studied? 

Encounters with data representations that both study participants and researchers make take place 

as a part of various research designs. Particularly participatory research designs, however, are core 

to the methods assemblage of exploring encounters with data representations. Conducting 

participatory research, scholars create and/or observe situations of encounters with data 

representations in order to empower them in understanding their data representations and 

becoming actionable upon these (e.g. I10, I14, also applying participatory methods I18). Within 

some of the participatory research projects, data representations (e.g. I12) or software that allows 

creating new data representations (e.g. I11, I14) can be developed together with the study 

participants. Through the joint development or at least requirements analysis for the development 

of such software, experiences, values, and priorities of the study participants in regard to the 

expected data representations can be understood better and situated in other, related practices and 

their individual and collective backgrounds/histories. One of the projects discussed in the interview 

with I14 provides the most illustrative example of application of participatory approaches within 

the methods assemblage of studying data representations. Here, members of the local community 

with whom scholars worked together on the project not only functioned as informants, but actively 

shaped conversations and research findings. Based on that, I14 and their colleagues developed an 

understanding of datafication processes taking into consideration personal experiences and 

“punctuated moments that they [meaning, study participants] thought were also somewhat strange” 

(I14, pos. 9). Another example of a participatory research project is work elaborated on by I3, who 

co-organised meetings, events, and produced results relevant for the studied community together 

with the community members. Most examples of research applying methods assemblage of 

exploring encounters with data representations focuses on individual people as study participants. 

Some of the above examples, however, such as in projects conducted by I1 or I14, described their 

research projects as being aimed at studying certain collectives of people (e.g. activists or local 

communities). I3 also reports how their study participants addressed issues of collective control and 

use of data in their practices. Thus, lived experiences of the study participants do not only describe 

their individual perspective and values concerning datafication processes, but can also represent 

collective perspectives and experiences.  

Based on the expert interviews, ethnographic methods (ethnography including virtual one; 

observations, ethnographic interviews; I1, I3, I17), discourse analysis (I2, I22), and participatory 

research methods (I3, I5, I14) can be identified as central for the methods assemblage. For I1, an 

exploration of lived experiences is achieved with ethnographic methods to study practices (doings) 
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and perceptions of datafication processes (sayings), as well as physical and virtual materials their 

study participants produce, encounter, and operate with. I1 mentions that applying virtual 

ethnography “made it easier because it was written information and much easier to get it” (pos. 18). 

In contrast, observations conducted during actual meetings of study participants allowed to capture 

the materialities of datafication processes (technologies as well as materials made by the study 

participants). I26 also attends to the materialities of datafication processes in general and data 

representations in particular through their ethnographic work. For them, spending time at the 

empirical site of practice (public authorities and other organisations), taking pictures and making 

fieldnotes allows to capture the “feel of the place” (I26, pos. 9) for the later analysis. For I11, 

observations primarily allowed to understand study participants’ practices of engaging with 

professional software and data representations this software allows to create. In addition to 

observations, some experts used methods of self-observation by the study participants (e.g. I12) to 

mitigate the limits of digital tools such as tracking apps that do not work cross-platform. 

Acknowledging the role of data politics in studies of datafication processes, I17 views ethnographic 

methods as more suitable as these allow staying sensitive towards power relations arising through 

datafication processes and performed/enacted in data representations. While most interviewed 

experts recounted the advantages of conducting qualitative, interpretive research, I29 provides a 

contrasting example in that application of creative, future-oriented methods constrained an analysis 

of lived experiences: “too much speculation about what the [anonymised] person might have 

meant” (pos. 3). 

Alongside with ethnographies and interviews, few interviewed experts also conducted ‘desk 

research’ or discourse analysis of various literatures such as policy documents, textual and visual 

materials produced by the study participants in each of the reported projects (e.g. I1, I2, I5, I22). In 

the policy research conducted by I2, policy documents were considered as human-made: “they 

express ideas that are outside kind of the borders of where the document was written” (pos. 17). As 

the next sections of this thesis chapter will show, such perspective on the textual materials 

produced at the empirical sites of practice is also shared by scholars who applied the methods 

assemblages of reconstructing datafied regimes and for tracing dynamics of data infrastructures. For 

two latter methods assemblages (policy) documentation is often one of few other resources 

available for research that allow an insight into the ways datafied regimes and infrastructures are 

shaped and how/what enables these. In contrast, datafication scholars enacting methods 

assemblages of studying encounters with data representations view textual materials as artifacts21 

used by the study participants, while their focus is on the implications and effects these artifacts 

have. Interestingly, several of my interview partners did not agree with the word “artifact”. For 

example, I19 mentions that they “don’t like the term ‘artifact’ as much, even though you… you can 

use it” (pos. 7). Another example provides I22, who examined both text and data representations 

such as visualisations on the webpages used by their study participants. These discursive and visual 

analyses served as an addition to other methods (web crawling) to understand how and when study 

participants encounter data representations (I22). I5 conducted document analysis of policy 

documents and other materials used in educational institutions to situate findings acquired with the 

help of other methods. I6 also used a combination of various methods to situate their findings. 

Their research design, however developed out of necessity to complement desk research of relevant 

public authorities’ websites and documents, which did not provide information sufficient for 

research goals, with other methods. 

One of the interviewed experts who used to conduct surveys in some of their projects to 

study encounters with data representations, however, themselves offer critique of the method (I18). 

 
21 In my thesis, I use the term ‘artifact’ in order to delineate the materials (texts, artwork, etc.) produced by 
study participants in the projects reported by expert interviews, from data representations as an analytical 
categorisation developed in my thesis for the methods assemblage discussed in this section. 
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They recount how asking about ‘understandings’ of datafication is nearly impossible for anyone, 

including datafication scholars themselves: “And we are, you know, leading datafication experts 

going, what’s the right answer to that? You know, we don’t know the right answer to that” (pos. 

13). Despite the complexities of datafication processes, data politics, and lack of access to data or 

algorithms, surveys often include questions that would require complex answers about the extent to 

that survey participants understand certain aspects of datafication. I18 also laments the “obsession 

with knowledge” that they observe in survey designs and suggest attending to other forms of 

knowledge, such as affect which laypersons can more easily assess and report in surveys. Making 

similar argument, I8 underscores the limitations of survey-based research:  

“Well, the survey data, some of it is completely statistical, so that’s kind of, you know, it has 

its real limitations in my view in terms of explanations, but it’s there as background. We also 

collected quite a lot of written data as part of the surveys” (pos. 15). 

Rather, in I8’s research practice, surveys are used to gather quantitative research data important for 

developing more generalised findings about broader societal issues and their political outreach. 

Overall, in most projects that I identified as enacting the methods assemblage of studying 

encounters with datafication, explorative, qualitative studies were conducted. Other scholars also 

developed or used various kinds of (research) software to create data representations and 

encounters with them (app data trackers, crawlers). For example, in the projects led by I11, 

workshops with study participants were conducted to understand their requirements for developing 

a certain software that would help them create data visualisations. I7 and I12 used various data 

trackers together with their study participants on different kinds of devices (laptops, mobile 

phones, smart watches). I22 also used crawlers to explore encounters with data representations. In 

the course of their project, however, they could not explain certain bias in the crawling results. This 

example demonstrates how usage of research software and (in this case, computational) methods is 

performative to the findings and concepts they produce. Regarding methods of data analysis, only 

few experts explained explicitly how they conducted analysis, while most of them applied methods 

similar to or inspired by grounded theory (e.g. I3). 

For some of the interviewed experts who enacted methods assemblage of studying 

encounters with data representations, datafication processes were not an initial research interest but 

rather developed as an empirical finding (e.g. I2, I8, I17, I18). Studying lived experiences of various 

actors foregrounded an important role various kinds of data representations played for these actors 

everyday or professional lives. Particularly those experts who study implications of policies in 

different societal domains or are interested in practices of social media use understood datafication 

as one of the many processes enacted at the empirical sites of practice. During their projects, 

however, the timeliness and importance of datafication processes became a core finding. For 

example, in I2’s research project, datafication was sometimes seen as a problem addressed by the 

study participants. As data representations are also social and the results of negotiations of various 

actors involved in their creation, I10 underscores that besides their function to represent reality, 

data representations showcase other intents. Similarly, for I12, one of their main research interests 

were motivations, values, and interests that guide people in the interpretation of their personal data. 

An analytical attention to the perceptions of and attitudes towards datafication processes enacted 

through data representations does not always allow scholars to follow up on what kinds of actions 

people take after encountering data representations, thus bracketing their agency from the analysis 

and subsequent concepts of datafication. 

 

6.2.4 Encounters with data representations and other methods assemblages 
Scholars enacting several methods assemblages at the same time, in contrast, address not solely 

lived experiences of datafication processes, but also their social, political, and other implications 

including kinds of agency and actionability various actors acquire upon encountering data 

representations. For example, in their project that comprises elements of all three methods 
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assemblages, I17 could observe how for some of their study participants—political actors—

developing and operating with various data representations was a strategic task required to achieve 

political goals and accumulate political power. Similarly, I5 explored how educators acquire new 

kinds of actionability upon encountering educational data representations and, at the same time, 

grapple with the expectations to act upon these data in certain ways. Examining educators 

encounters with data representations and their subsequent actions, I5 could identify how alongside 

data literacy, professional skills, personal as well as professional values, and goals are central for the 

kinds of actions educators can take upon encountering data representations such as students’ 

achievement data rankings. They recount how educators  

“are assisting one another with professional conversations and professional engagement with 

one another, to try to improve their own understandings […], how they are going about their 

teaching, and how they are assessing students” (I5, pos. 31). 

Although in their analysis I5 observed some workarounds educators develop, they argue 

showcasing these in research downplays the risks of datafication and standardisation in education 

so no systemic change can take place.  

“And the tension I think around that is that, you know, there is now argument that this 

standardisation practices are very prominent, and it can have really quite significant 

deleterious effects. And so, you run the risk, I suppose of sort of downplaying just how 

problematic some of those things can be, as you are trying to identify ways in which 

[educators] have to try to be much more productive in their engagement with students’ work. 

And you know, how they try to work around some of the problematic aspects of these 

standardisation processes. But I guess the question is, you know, should [educators] have to 

do that or should systemic change, a reform, is something which mitigate against some of 

those problems, the standardisation doesn’t actually contribute to that.” (I5, pos. 31). 

The example provided by I5 underscores how educators encountering data representations in their 

everyday professional lives have leeway for acting upon such representations in ways not expected 

and not prescribed by educational authorities. These actions, however, remain an exemption and 

picturing these analytically as educators’ agency hinders rather than promotes more systemic 

changes that would actually grant educators more actionability upon encountering educational data 

representations. In another example of research on datafication in education, I29 and their 

colleagues could observe how during some periods of time—during tests based on which 

educational data representations such as ranking should be developed—educators’ actions were 

directed solely at these data representations. I29, therefore, questions the relation between data 

representations created through these tests and students’ learning these data are meant to represent. 

At the same time, I29 and their colleagues observed how such data representations—education 

rankings—while published provided only decontextualised accounts and did not allow much local 

actionability for involved stakeholders.  

“There were social consequences of the instrument, because during the testing periods, when 

the […] tests were held, schools are wildly preoccupied with that test at the expense of other 

teaching and learning. Okay? There’s that. But here’s the most problematic aspect, [there] 

was a [political actor who] made the decision to present that data publicly on a website […]. 

And pretty much the minute that that data was made publicly available, it was used to create 

league tables and schools entered into a fiercely competitive- Which sort of rolls all the 

problems with the use of data into one. The type of data they’re generating is problematic. 

It’s not used for its original purpose, and then it’s having these warped side effects that just 

intensified the competition.” (I29, pos. 15). 

For I29, to allow informed agency upon encountering certain data representations, these 

representations need to be re-situated. I7 also questions whether ‘having’ data about something and 

encountering their representations (e.g. visualisations of app tracking data) creates situations in 

which individuals are expected to act upon these data in a normalised way. For example, if data 

tracking visualisations can provide more control over what tracking data visualisations illustrate as 
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excessive behaviour. For I7, a data representation of “certain parameters of the self, especially of 

the body, but also of the behaviour” (pos. 17) therefore, produce normativities. They recount how 

one of their study participants explained that they “can never ever in [their] life eat sweets without 

thinking all the time what it means. That [they] have to go on a run in the park” (I7, pos. 29). In 

this example, different kinds of knowledges about datafication are highlighted. On the one hand, 

the expert I7 was interested in individuals’ tracking activities and their lived experiences of 

encountering visualisations of their tracking. This is central research interest pursued by scholars 

enacting methods assemblages of exploring encounters with data representations. On the other 

hand, questioning the extent to which these tracking data visualisations re-produce normativity, and 

who negotiated what kind of action needs to be taken upon consuming certain foods, the expert 

draws attention to the kinds of knowledges primarily sought by applying the methods assemblage 

of reconstructing datafied regimes, discussed in chapter 6.4 

In sum, methods assemblages of exploring encounters with data representations primarily 

serve to understand lived experiences of individual users who encounter data representations in 

their everyday or professional practices, while some experts studied how collective actors work with 

various kinds of data representations in professional contexts. Lived experiences in their different 

forms such as perceptions and imaginaries of datafication processes, practices, and feelings about 

these can be studied. By attending to encounters with data representations, scholars explore how 

their study participants—often ‘ordinary’, laypersons—translate and re-situate encountered data 

representations in their everyday and professional lives. While some datafication researchers are 

primarily interested in perceptions and affectivities in relation to encountered data representations, 

others foreground what people do when they encounter data representations and how they become 

actionable or not upon such an encounter. Altogether, methods assemblages for exploring 

encounters with data representations allow researchers to study how datafication processes are 

being enacted in lived experiences of various people, often in mundane, everyday situations. 

Particularly through participatory approaches, researchers exploring encounters with data 

representations learn not only about their study participants, but also together with them how 

datafication processes are being enacted as people translate and re-situate data representations in 

their lived realities. Finally, the interviewed scholars foreground actionability upon encounters with 

data representations, while some of the experts specifically draw attention to positive, generative 

examples of such actions, also acknowledging challenges of such an enthusiastic representation of 

positive examples of agency. The purpose of this section was to elucidate how methods assemblage 

of encountering data representations is ordering various elements of research processes and 

empirical sites of practice. This section showed that datafication scholars enacting this methods 

assemblage are primarily interested in the lived experiences relevant for the studies datafication 

processes. These lived experiences also encompass actionability upon encountering certain data 

representations. Foregrounding encounters with data representations as a methodological approach 

to exploring datafication processes should demystify data as something that only experts can talk 

about and relate to. Instead, exploring encounters with data representations shows the extent to 

which laypersons are related to data and how in their everyday personal and professional lives they 

re-enact datafication processes, translating and re-situating data representations into what is 

important for them. 

 

6.3 Tracing dynamics of data infrastructures 

Each of the following subsections presenting my findings on the methods assemblage for tracing 

dynamics of data infrastructures refers to the central elements of the methods assemblages. In the 

first subsection, data infrastructures are discussed in relation to the kinds of knowledges researchers 

seek as they enact this methods assemblage. In the following subsection, I elucidate research 

procedures and sites of practice relevant for tracing dynamics of data infrastructures according to 
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my sample. The final subsection is dedicated to overlaps between all the identified methods 

assemblages with the methods assemblage for tracing dynamics of data infrastructures. 

 

6.3.1 Dynamics of data infrastructures 

Scholars who enacted in their studies methods assemblage of tracing dynamics of data 

infrastructures are concerned with the socio-economic implications of data infrastructures (e.g. I4, 

I17); others primarily attended to historical developments of infrastructure governance and their 

political implications (e.g. I4, I15, I16, I19). Interest in various social and political implications of 

data infrastructures enabling datafication processes is closely intertwined with and extends on 

scholars’ attention to the lived experiences of the impacted people. In contrast to the methods 

assemblage for exploring encounters with data representations which foregrounds lived experiences 

of individual people upon such encounters, scholars enacting methods assemblage of tracing data 

infrastructures study the implications of these infrastructures on lived realities of various groups of 

people, e.g. living in one region. Unlike in research projects exploring encounters with data 

representations, for scholars tracing dynamics of data infrastructures, these infrastructures and data 

themselves are important actors in enacting datafication processes and are addressed analytically 

(e.g. I4, I14, I15, I17, I21). For an understanding of data infrastructures, a research project 

mentioned by one of the interviewed experts, I12, is illustrative. In the interview, I12 elaborated on 

the “Anatomy of AI” (Crawford & Joler, 2018) project, highlighting how it helps to grasp the 

materialities, heterogeneities, and complexities of infrastructures involved in enacting datafication 

processes. Most experts enacting methods assemblage of tracing dynamics of data infrastructures 

report about their research projects as being based on tracing some big political infrastructural 

projects brought into life by governments and/or other public authorities (I4, I13, I14, I17). In 

such projects, understanding of infrastructures includes both building physical, material 

infrastructures connecting different places through facilities, cables, pipes, sensors, data, and their 

categorisations (I30) as well as staff recruitment and training in operating these. 

The term ‘infrastructure’, similar to ‘datafication’, poses a particular challenge for 

researchers, as it can be understood both as an empirical phenomenon and a theoretical concept 

(e.g. “datastructuring”, see e.g. Flyverbom & Murray, 2018). In the empirical studies of data 

infrastructures, therefore, the experts expand on different understandings of what data 

infrastructures are and how these are involved in enacting datafication processes. For example, I19 

reflects on infrastructures conceptually as being a dynamic and a stable entity at the same time, 

while different aspects of it come to the fore in different situations22. 

“I find this approach quite innovative, to say, I bring together empirically and conceptually 

this well-defined idea that there is some dynamic and power of the infrastructures and, at the 

same time, I address this non-determination, contextuality and try to understand how they 

work together” (I19, pos. 23). 

In another example, I17 initially not aiming to study datafication processes, began their research by 

engaging with technological infrastructures (outside of Europe) and the role these play in the 

everyday lives of people dependent on these infrastructures. During ethnographic observations of 

the study participants’ lived experiences, I17 identified data as a crucial actor mediating between 

public authorities who provided the infrastructures and the people dependent on the latter. This 

agentic understanding of data infrastructures, then, shifts attention from the actual practices and 

encounters with data representations to the social, economic, political, and cultural implications of 

these encounters. At the same time, I17’s research project also provides an example of a study 

applying elements of different methods assemblages: both assemblages for exploring encounters 

with data representations and for tracing dynamics of data infrastructures. I19, in contrast, primarily 

attends to collective actors (e.g. public administrations), their relations to each other established 

 
22 This definition builds on Star and Ruhleder (1994, 1996). 
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through data infrastructures, and their spatial proximity as they explore the implications of these 

relations for politics and governance. 

Another challenge of data infrastructures is that these are understood as complex and 

distributed. Thus, it is difficult for researchers interested in their social, political, cultural, and 

economic implications to single out the ‘cause and effect’ of data infrastructures or some of their 

elements (I19) or to define infrastructures in the first place (I24). Instead, interviewed datafication 

researchers attend to the “changing processes of decision-making or type of logic or ways of 

understanding people” (I16, pos. 19) to understand how datafication processes are enacted through 

data infrastructures. Being distributed across various physical and virtual spaces and actors, data 

infrastructures enact different “kind[s] of datafication” (I16, pos. 29), depending on the analytical 

perspective of the scholar or practitioner, the studied aspects of infrastructures, or areas of their 

empirical application. To situate data infrastructures analytically, methodological cuts (Barad, 2007) 

are required to make the infrastructures less complex and more “graspable” (e.g. I19, pos. 11). Such 

methodological cuts allow moving from infrastructures to actors and their practices, necessary to 

understand the enactment of datafication processes through data infrastructures. Making cuts, 

however, responds to the analytical framework of a researcher (and their teams) and not necessarily 

to that of the practitioners involved in the design, development, or maintenance of data 

infrastructures. Like researchers, practitioners, too, do not have an ultimate overview over their 

data infrastructures due to their distributedness and complexity. I27 reflects on that stating that 

even researchers and developers of data infrastructures are not able to fully comprehend their 

implications: 

“I don’t know that we ourselves know what the right blend of expertise is for crafting, 

analysing, and interpreting the data, that a lot of these infrastructures are capable of creating” 

(pos. 12). 

Therefore, even when individual actors are reflective about their roles in the creating of data 

infrastructures and the implications the latter have on further stakeholders, the implications of the 

whole infrastructure are difficult to estimate. Paying attention to such individual perspectives of 

actors involved in design and development of data infrastructures allows some experts (e.g. I19) to 

build up awareness and tacit knowledge and trace the (epistemological, ideological) background of 

these infrastructures. According to I29, however, studying a single part of data infrastructures in 

isolation (in this example, infrastructures of data analytics), is not necessarily covering the social, 

cultural, political aspects of the studied phenomenon. For I29 these aspects are of utmost 

importance for understanding implications of datafication processes on society.  

“I have colleagues who are deeply immersed and very, very good at learning analytics. I’m 

not so sure they’re aware of the pedagogical political, economic consequences of what that 

work’s doing. And so, one of the problems is you study a thing in isolation and generate data 

about it. But if you’re not aware of how that data might be used for good or bad, and 

otherwise, you need to be aware of these different implications.” (I29, pos. 17). 

Some of the interviewed datafication researchers, therefore, trace historical developments of data 

infrastructures back to their infrastructural, political, and social predecessors (e.g. I16) and 

imaginaries (e.g. through works of fiction, mentioned by I15) to re-situate these in the lived realities 

of the involved actors. These experts emphasise the analytical ability to situate data infrastructures 

and their historical development over the knowledge of technical, computational parts of the data 

infrastructures and related datafication processes. For example, I4 and I5 explain their approaches 

to research designs for studies on data infrastructures through document analysis as exploring the 

work ‘behind’ data infrastructures.  

“For example, some people ask me: „Oh, can you tell me about the platform?” No, I cannot 

because I am not a techie. I am not-, I am someone that studies how technology (impacts) 

people. So, we see it at the interface between the technology and the person. […] So, we start 

from there. And then my inquiry, I mean, it is normally when it is not Covid, is normally 
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interview based. And the completion and participation based like being in the places where 

we encounter them, where people encounter technology. And then to trace back the 

mechanisms, the processes behind those encounters, to do so, I use a lot of historical 

secondary data. So, archival data, and the government reports, everything really. So, 

methodologically, again I am a qualitative researcher […], so sit down with the technology, 

with the people. But yes, to trace the historical process is what we find most important.” (I4, 

pos. 19). 

In some cases, tracing historical predecessors of current datafication processes reveals that data 

infrastructures do not bring forth that much of a change in terms of practices of individual actors, 

although what is changing is the scalability of these practices (I9). 

“So, as I said before, yeah, how little is actually new about it. If you actually look at what 

people do. You always think, [anonymised site of practice] is somehow cool, new… So, tech 

is something completely new, but there have been so many predecessors before which were 

very, very similar.” (I9, pos. 13). 

Within my sample of expert interviews, research projects tracing dynamics of data 

infrastructures investigated such infrastructures developed by governments and public actors, while 

in several cases these data infrastructures were specifically developed to provide services for 

marginalised communities (e.g. I4, I13, I17). In such government programmes, analysed data 

infrastructures are used, at least to some extent, to accommodate the needs of marginalised 

communities such as access to shelter, food, water. Therefore, research projects reported by the 

experts in my sample here might have had a significant role in constructing my understanding of 

the methods assemblage of tracing dynamics of data infrastructures. Some of the interviewed 

datafication researchers explained that they have been invited to accompany the development of 

such projects analytically either by the public authorities themselves, or by non-governmental 

organisations (NGOs) also working with the same citizens who should benefit from data 

infrastructures.  

“[A]nd then suddenly we got-. It was actually a talk that I gave in [a country] and somebody 

came to me afterwards and said: “Well, you should come and look at our [programme] 

because there’s a really interesting person who joined”, so it was a huge amount of 

serendipity involved as well, but I think probably if you stay in a place long enough and if 

you hand around the project long enough opportunities will come. So, we were very lucky to 

get access to this other [programme] who was doing things in a very different way to what 

we’d seen elsewhere.” (I13, pos. 15). 

The state and public programmes within which data infrastructures are developed can be seen as 

means of achieving social change, as I13 puts it (I4 and I17 report about similar experiences): 

“there was an intent being made to radically transform the way that public […] services were 

being delivered in [country] and computers and data were seen as a very central aspect of 

this” (I13, pos. 15). 

In another example, I17 talks about a project aimed at improving the community life in a certain 

region, although through data infrastructures, new political and power relations developed, 

complicating the achievement of the initial goal. The research project described by the expert 

addressed the gap between set goals and datafied realities, illuminating the “strategic importance” 

(pos. 3) of data to the actors involved in data infrastructures at the empirical site of practice. 

Researchers tracing dynamics of data infrastructures, therefore, are mostly focused not on the 

architecture of the infrastructures, but rather on the implications of introducing data infrastructures 

to the people and the implications these data infrastructures have on populations, particularly those 

being excluded from social, economic, and political relations through these data infrastructures (e.g. 

I4). Apart from formal research techniques, informal sources are vastly used to understand the 

researched site of practice better. However, due to their relations to particular organisations on site 

(e.g. NGOs) some scholars explicitly position themselves towards the infrastructures they study 
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(e.g. offer explicit critique of how infrastructures may be used for governance or particular political 

goals, e.g. I4). 

Research projects enacting methods assemblages of tracing dynamics of data 

infrastructures are not exclusively directed at understanding the lived experiences of individuals or 

professional practices of people developing and maintaining such infrastructures. Instead, this 

methods assemblage makes a turn to the ongoing re-enactment of datafication processes between 

the actors enabling these processes and actors affected by these. What is dynamic about data 

infrastructures, therefore, can be summarised in three ways. First, as at least some of interviewed 

scholars extend on the conception of infrastructures by Star (e.g. Star & Ruhleder, 1996), data 

infrastructures themselves can be understood as processual rather than stable. Second, 

infrastructures are developing over time, therefore some of the scholars attend to their temporal 

dynamics either purposefully, by examining their historical predecessors and future imaginaries, or 

not purposefully as researchers are confronted with delays and disruptions in the infrastructures’ 

development and maintenance. Finally, some of the interviewed datafication researchers attempt an 

empirical investigation of what Star and colleagues address as processual: these interviewed experts 

specifically examine the work of various human and non-human actors required to maintain data 

infrastructures and for the infrastructures to serve their purpose of moving data from one actor and 

information system to another. For this, the interviewed scholars enacting the methods assemblage 

discussed in this section either study the actors involved in the data infrastructures and their 

relations to each other or focus on the work some of these actors do to keep data (and other things 

such as material goods) moving. The following sections elaborate on this in more detail. 

 

6.3.2 How are dynamics of data infrastructures traced? 

To enact methods assemblage of tracing dynamics of data infrastructures, scholars use various 

techniques of data collection and analysis. According to the experts, interviews accompanied by 

observations (e.g. I4, I13, I14, I16, I17, I18, I26) and policy research (e.g. I4, I15) can be identified 

as central for this methods assemblage. Overall, in most projects that I identified as applying the 

methods assemblage of tracing dynamics of data infrastructures, either longitudinal studies or 

multiple projects over a longer period of time were conducted (e.g. I4, I13 have been working on 

the same data infrastructures projects for many years in a row). Such research is conducted either as 

part of longitudinal projects, or across multiple projects dedicated to similar topics. Such a long-

time research commitment allows scholars to develop and gain tacit—implicit—knowledge about 

the data infrastructures as being embedded in cultural, political, social, and economic relations at 

the studied sites of practice (I4, I13, I15, I17). Tacit knowledge acquired through these relations, is 

required both to situate new findings at the site of practice, and to show stakeholders a level of 

awareness about their practices required for a productive exchange with these stakeholders. I13 

explains how such tacit knowledge allowed them to produce situated knowledges about data 

infrastructures and to understand how datafication processes are enacted with and through these 

infrastructures. 

“So I suppose we could have gone there in the early years and we could have whipped up 

some story about what was going on and described all our data collection methods and all 

these kind of things and I’m sure we could’ve come up with some kind of story and we 

could’ve made it fit in some kind of thing but it seemed to us that we weren’t really getting at 

very interesting phenomenon and we really had to be hanging around for a longer period 

time and maybe it was just that we were lucky and maybe it’s just that we arrived too early in 

the process or whatever but I think, the time we spent there certainly wasn’t wasted and we 

got a really good feel for politics for this kind of process and the difficulties and we got a feel 

for the way in which these public […] institutions are managed on different levels, at the very 

local levels […] and so on and the kinds of people and the kinds of-.” (I13, pos. 19). 
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Building trusting, sustainable relations with the study participants and other multiple stakeholders 

such as political and civic actors is in the core of research designs in projects applying methods 

assemblages of tracing dynamics of data infrastructures. Such relations to the study participants, 

partnering organisations, further stakeholders, and researchers are crucial, for example, for gaining 

access to the empirical site of practice, e.g. to people, documents, organisations, and places that are 

usually closed for researchers. As I13 summarises it, sometimes there is a long way for scholars to 

become a member of a relevant community and be able to draw on their expertise for developing 

new research topics regarding datafication processes. Another expert, I15, also working in a country 

different from their country of residence, reflects on how “understanding the context. So, 

understanding the country, understanding maybe culture and history” (pos. 11) is also a part of 

gaining tacit knowledge about the empirical site of practice. Due to the central role of tacit 

knowledge in tracing the dynamics of data infrastructures within political, social, cultural, and 

economic contexts, senior researchers face the challenge of building up awareness in the junior 

team members (I21). Particularly in the domains such as data infrastructures of social media apps 

and platforms, the personalised use experiences make this task more complicated. At the same, at 

least in the case reported by I13, a long-term commitment by researchers means accepting possible 

negative consequences. I13 remembers the feelings of frustration due to the long unproductive 

phases within a longitudinal research project. The expert explains that “from the methodological 

point of view, I think the most important thing was sticking with it and staying there over and 

staying involved over a long period of time” (pos. 15). A long-term commitment to data 

infrastructures as an object of study also means following the pace of infrastructures development 

at the site of practice and embracing the disruptions that take place due to changes in policies (e.g. 

new government that follows a new agenda in regard to the data infrastructure programme), delays 

in facilities building, or staff training (e.g. I13, I30). I13 also mentions how their career stage 

(tenured faculty member) allowed them to continue working on the project and allowed waiting 

over several years for the data infrastructure programme to develop further. 

Data infrastructures in the studies reported by the interviewed experts are tightly 

intertwined with infrastructures for distribution of material goods (e.g. I4, I17). A connection 

between data infrastructures and material goods has several consequences for the people utilising 

these infrastructures. First, data acquire new materiality and immediacy as means to acquire goods, 

similar to what has been discussed in the previous section of this chapter in regard to the data 

representations’ ‘ontological relevance’ (I17). Second, due to this connection between the data 

infrastructures and the distribution of goods, political economies of goods distribution and data 

extraction also get intertwined, while the affected people (e.g. citizens) attempt to situate themselves 

and their data within both in order to benefit from them (I17). Both I4 and I17 in their analyses of 

data infrastructures built by public authorities notice how issues of physical access to data 

infrastructures become political: regulating access of affected actors to the data infrastructures, 

public authorities and political actors produce inclusions, exclusions, and (in)visibilities. Particularly 

in programmes within which data infrastructures aim to support citizens, such regulation of access 

to data infrastructures illuminates implications of datafication processes enacted though these 

infrastructures on the very notion of citizenship. Then, datafication research tracing dynamics of 

data infrastructures attends to the different and continuously changing ways in which datafied 

goods and identities are enacted, disrupted, and come to matter (in comparison to the flows of 

actual goods, I4). Scholars conducting such datafication research primarily apply ethnographic 

techniques that are sensitive to material, physical aspects of studied datafication processes. 

“So, actually my main concern has always been with the people. With the people that deal 

with these entitlements. And I think just very quickly summarise the results of that particular 

study, we found that datafication is very often seen as something that changes the interface, 

okay?” (I4, Pos. 9). 
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In the above quote, I4 refers to the ‘interfaces’ of interactions between citizens entitled to certain 

public services with the programme of these services’ provision, explaining how technologies at 

large and data infrastructures in particular become part of this ‘interface’ where previously only 

different people were interacting with each other. Continuing this argument and in the spirit of 

sociological structuralism, I19 elaborates on their view of data infrastructures as enabling dynamic 

datafication processes. I14, in turn, underscores the distributed character of data infrastructures, as 

these are usually understood as big scale technologies comprised of a manifold of actors, both 

collective ones (e.g. public administrations, organisations, NGOs who own, process, overwatch, 

and extract data from these infrastructures), non-human actors essential for connecting these 

different actors to one another and to individuals (e.g. citizens) who utilise these data 

infrastructures. 

Researchers’ access to the data infrastructures and the manifold of involved actors, 

however, is often limited (physically, politically, temporally). Thus, some of the interviewed scholars 

turned to policy research to trace the dynamics of data infrastructures through publicly available 

materials (websites, documents, recording of events, etc., e.g. I4, I15). While this kind of research 

design is primarily central to the methods assemblage of reconstructing datafied regimes, discussed 

in the next section 6.4 of this chapter, it also allows to trace historical dynamics, predecessors, and 

future imaginaries of data infrastructures. In addition, as I15 discusses, policy and document 

research allow exploring dynamic imaginaries of data infrastructures across various stakeholder 

groups. In I15s work beyond the European context, media reports were used as a way of cross-

checking information about data infrastructures publicly available on the government’s websites 

and documentation provided by the authoritarian government in research situations in which I15 

had no empirical access to the data infrastructures themselves. 

“And so, I’m going first always to the ministry […] website and documents and trying to dig 

out that kind of information. Increasingly also like they publish news releases and so I’m 

trying to also then follow those up. Often, recently I’m also watching conferences, like you 

can find different ministry organized conferences or interviews. So, also, kind of following 

them up. Even like digging out presentations that civil servants have held on the topic that 

interests me. But then also kind of, I think media is really interesting if you have, especially 

like different kinds of newspapers. Like government friendly, more critical, more like -, just 

like very popular, you know, like easy going newspaper. So, I’m just trying also to see -, sort 

of crosscheck maybe. If the government paper is saying this, is it also still like what the 

critical paper is saying? So that also, for instance, if I’m trying to more like establish the 

factual information, that I’m not completely kind of wrong, you know, that I’m maybe 

following false information that the government wanted to spread, whereas the critical 

newspaper has actually criticised something.” (I15, Pos. 9). 

Few other experts, however, traced dynamics of data infrastructures computationally, identifying, 

visualising, and exploring the links between multiple human and non-human actors (devices such as 

smartphones, apps and software processing e.g. use data, data centres storing these data, and big 

tech corporations, public bodies, and intermediaries who own, sell, and use these data for their own 

goals, e.g. I14, I16). Other methods, such as data journeys have been mentioned by some of the 

interviewed experts (e.g. I16, I18, I26) as an inspiring methodological approach and further 

possibility to trace dynamics of data infrastructures by following the movements of data across 

these. I26 summarises that as follows:  

“You could make that a method, so by following the data around these journeys and 

stopping off at different places and spending some time there and looking at what was going 

on and thinking about how these different people that are embedded in these different places 

and all that values and things like that helping to push the data on to the next place, or 

maybe stop the data going on to the next place” (I26, pos. 5). 
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As the quote illustrates, some of methods applied by scholars tracing dynamics of data 

infrastructures put the notion of dynamics in the foreground and specifically acknowledge how 

digital data move across data infrastructures between various actors. These actors, in turn, work 

‘behind’ data infrastructures in order to keep digital data moving. Data infrastructures, then, can be 

understood as spaces where data travel from one actor and information systems to another. 

One line of research on tracing the dynamics of data infrastructures, therefore, specifically 

attends to tracing the movement of data across infrastructures (I14, I17, I19, I26). While most 

experts acknowledge that data are “moving around all over the place” (I26, pos. 5) across data 

infrastructures, connecting local stakeholders and physical, material devices and sensors required to 

capture data all the way up to the global markets and corporations making predictions based on the 

processing of these data. Thus, tracing dynamics of data infrastructures based on following data 

movements provides an illustrative example of how data infrastructures connect a big number of 

different actors, including individual, collective, and non-human actors together. The focus of 

tracing data movement is, then, not solely on producing a detailed account of all passage points, but 

rather on the value-laden work practices that allow data to move or not; on the socio-cultural, 

socio-political, and socio-economic factors that push data forward in a certain way or prohibit data 

to move forward; on the practices and actors that change data and make them come to matter in 

different ways at different points of passage within the data infrastructures (I26). Several experts 

(e.g. I14, I30) identified data centres as points of the data infrastructures which digital data moving 

globally pass through. For I14 and I30, exploring data centres allows some insight into relations 

between various global actors, for example social media sites and stakeholders processing, selling, 

and reselling social media data. Others turn to the material aspects of the data movement across the 

infrastructures, such as bandwidth and sensor capacities as well as the architectures of data 

infrastructures (I17). Another way to capture data movements is to identify actors between which 

data move, and their spatial proximity (I19, I22). The spatial boundaries between actors (e.g. 

organisations) may play some role there even if data movements do not completely adhere to the 

spatial distribution of actors alongside data infrastructures. As I19 exemplifies, however, sometimes 

the proximity of certain actors impacts data movements, as e.g. informal conversations and 

personal connections may e.g. speed up or change original data movements. Attending to actors 

connected through data infrastructures also helps to examine the origins of datasets that are being 

moved and used across data infrastructures (I22). Attending to the origins of datasets and data 

movement also means attending to the politics of data movement (I26). For example, researchers 

ask who is controlling data movement, which passage points do data go through while moving 

across data infrastructures, what values are “helping to push the data on to the next place, or maybe 

stop the data going on to the next place” (I26, pos. 5). Another way to explore data infrastructures 

is to attend to the lacking data movement in the situations when this movement would be expected 

by the stakeholders at the site of practice and the lack of movement disrupts practices possibly 

leading to dire consequences (I29). Although the quoted experts underscore the importance of 

tracing data movement, others (e.g. I18) warn against a solely empirical focus on following data 

movements and the lack of conceptualisation required to understand the complexities and the non-

linearity of data movements. Data movement and the work required from actors for data to move, 

therefore, hold data infrastructures together and connect their various actors. As I26 elaborates, 

sometimes these data movements are interrupted and frictions occur, for example when the 

movement stops, pauses, or is being redirected (e.g. Edwards 2012, Bates 2019). By studying these 

movements and frictions scholars tracing dynamics of data infrastructures examine how these 

movements and frictions create relations, including and excluding various actors, including and 

excluding data or goods moving across infrastructures. As these inclusions and exclusions are 

enacted in accordance with political, economic, cultural, and ideological specifics in which data 

infrastructures operate, datafication researchers tracing dynamics of data infrastructures require 

deep tacit, practical, and professional knowledge about the sites of practice they investigate 
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empirically. The combination of these knowledges and dynamic units of analysis allows scholars 

enacting the methods assemblage discussed in this section to understand better the implications of 

datafication processes enacted through data infrastructures. 

 

6.3.3 Dynamics of data infrastructures and other methods assemblages 

Some of the scholars whose research can be understood in terms of methods assemblages of 

tracing data infrastructures report that datafication processes have not been their initial research 

focus (I13, I15, I17, I27). Some of studies tracing dynamics of data infrastructures initially begin as 

research projects aimed at reconstructing datafied regimes inscribed in certain software and apps, as 

discussed in the next section 6.4 of this chapter. In the course of these projects, however, 

researchers switched their attention to the moving of data beyond one information system and 

across data infrastructures. As I14 described it, their project was aiming to “kind of open up the 

hood and look at that infrastructure that is sort of moving continuously and reshaping and 

reforming itself” (pos. 13). This reshaping and reforming takes place as different kinds of actors are 

situated in the performative relations with data infrastructures, while software, apps, and algorithms 

are among the many non-human actors. To be able to disentangle these relations, researchers need 

to look “beyond the hype, beyond the popular discourses, beyond what the tech companies are 

trying to tell you about data.” (I21, pos. 27) For example, I14 discusses how examining ‘strategic 

importance’ of data and the decision-making about how data are distributed across data 

infrastructures helps to understand which of the relevant actors hold agency and power. Some 

scholars, therefore, attend methodologically to these power dynamics in different ways. I8 also 

asserts that in contrast to ethnographic observations, interviews allow to understand the power 

dynamics better. In contrast to that is the point made by I30, working ethnographically, who argues 

that ethnography allows understanding infrastructural labour of actors who are usually not included 

in research, such as professionals who make everyday decisions about the maintenance of data 

infrastructures and are involved in the everyday activities of setting data on the move. 

Similar to the methods assemblage of exploring encounters with data representations, 

scholars tracing dynamics of data infrastructures are also interested in the ways individuals and 

collectives utilising data infrastructures encounter these, for example by interacting with certain 

technological ‘interfaces’ (I4). Their analytical attention, however, is directed at the various 

implications of data infrastructures for the stakeholders, while these implications become visible 

and assessable as inclusions and exclusions made through data being moved across data 

infrastructures. Through a long-term commitment to tracing dynamics of data infrastructures, 

researchers acquire tacit knowledge and access to the spaces of inclusions and exclusions, required 

to situate datafication processes enacted through data infrastructures empirically. With this section, 

I aimed to illustrate how datafication researchers tracing dynamics of data infrastructures are 

analysing implications of these infrastructures through analytical attention to data movement and 

the work required from various to keep these data on the move. My purpose here was to flesh out 

what is dynamic about data infrastructures, and how these dynamics can be traced methodologically 

in order to produce situated knowledges about data moving across these infrastructures and 

datafication processes this movement enables. Data movement and work ‘behind’ the 

infrastructures seem to be crucial here as through this movement various actors and elements of 

data infrastructures relate to each other and exclusions/inclusions of these actors and elements are 

enacted. For understanding datafication processes, then, the core questions are about who does the 

work of moving data, how are they related to actors utilising data infrastructures, and what kinds of 

relations between various actors this work aims to establish? Before I continue discussing how the 

heuristic of methods assemblages developed in this thesis furthers our understanding of 

datafication processes, I elaborate on the third methods assemblage of reconstructing datafied 

regimes also investigating work ‘behind’ data infrastructures and software. 
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6.4 Reconstructing datafied regimes 

In the previous section I elaborated on the methods assemblage of tracing dynamics of data 

infrastructures allowing to explore social, economic, and political implications of datafication 

processes. The methods assemblage of reconstructing datafied regimes, in contrast, sheds light on 

the negotiations of data representations by actors in positions of enabling datafication processes, 

for example software and technology providers or policy-makers. The first subsection elaborates on 

the practices of such actors. The next subsection elucidates how enacting this methods assemblage 

datafied regimes can be understood, followed by a detailed discussion of how datafication scholars 

view negotiations of data representations in datafied regimes. The two final subsections introduce 

research procedures and techniques applied for reconstructing datafied regimes and delineate this 

methods assemblage from overs discussed in my thesis. 

 

6.4.1 Studying data production 

The method assemblage of reconstructing datafied regimes addresses practices and work that may 

be referred to as data production (e.g. decision-making about design, development, maintenance of 

information systems). Depending on the studied empirical site of practice, some interviewed 

scholars identify documentation (e.g. policy documents, software specifications) as their central 

objects of study (e.g. I2, I10, I15). While software documentation here can be considered as a more 

immediate source for reconstructing datafied regimes, expert interviews suggest that in many cases 

policy documents can be seen as regulatory frameworks guiding the application and usage of 

algorithms and digital data. Others attend to software and algorithms themselves, reverse-

engineering (see e.g. Bucher, 2016), auditing (e.g. Sandvig et al., 2014; Shen et al., 2021), or ‘walking 

through’ (see e.g. Light et al., 2018) these in order to reconstruct the datafied regimes inscribed in 

these (e.g. I21, I28). The multiplicity of terms used by the experts to describe different kinds of 

information systems, ranging from tools, to software, to systems, to platforms, to algorithms 

indicates 1) different disciplinary and theoretical backgrounds of the experts and 2) the lack and 

impossibility of a unified definition. 

As I have shown in chapter 5, though, document and policy research differ significantly 

from other techniques like a walkthrough, also in regard to the matters of concerns these 

techniques help scholars raise. What is common, however, and allows to bring both together under 

the umbrella of the methods assemblage of reconstructing datafied regimes, is the shared analytical 

attention to different practices of enabling and producing datafication processes, to the negotiations 

about how meaning is attributed to data representations. These negotiations take place on different 

levels, both within commercial organisations negotiating on the development and design of their 

products and within other actors such as political ones. Common to all datafication researchers 

enacting methods assemblage of reconstructing datafied regimes is an acknowledgement of 

technologies (e.g. algorithms) or documents such as policies as socially constructed and including 

certain assumptions about realities of the people making decisions about these technologies or 

policies. This argument is summarised by I28 in the following with focus on the concept of “social 

reproduction”. Drawing on other interviews (e.g. I17, I19) the concept of “reproduction” can be 

questioned in favour of other concepts addressing how within socio-technical systems society and 

technology are constantly reconfiguring each other. Nevertheless, the following quote is quite 

illustrative for the argument on the construction of algorithms. 

“And for example, I don’t know if you know sociologist Bourdieu […]. So, he has the 

concept of cultural reproduction that the kids grow up and they learn to reproduce socio-

political structures, which they learn at school and the family consciously or unconsciously. 

[…] So, the algorithm is a subject that was trained then shaped by the decisions of the 

company of the engineers and the data it was fed, and then leads to some socio-political 

reproduction.” (I28, pos. 11). 
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In a similar way as technology developers negotiate the categories required to represent the realities 

in these, so policy documents provide an insight in the accomplished negotiations of the same 

question by policy-makers. For example, for I2 policy documents were among the main resources 

for their empirical research as these “express ideas that are outside kind of the borders of where the 

document was written” (pos. 17). I19 explains their methodological approach to reconstructing 

datafied regimes as centring an analysis around a certain software or ‘tool’ that is used by some 

actors to analyse, produce, and negotiate data representations. They also elaborate on the analytical 

discrimination between data use and data production, noticing that practically these two kinds of 

practices are often not separable. 

“And I think, use is something that happens already when you operate a tool […], when I 

explore the design and when I am located in the context of use, or I anticipate this context, 

or use it [a digital tool] for myself or to show something someone else. So, this kind of use is 

already within production and they cannot really be separated. And that’s what I am 

interested in understanding, what does it mean. And if I take this tool, […] as a pivotal 

element and place it in the middle [of analysis] and then try to understand different practices 

around it.” (I19, pos. 9). 

 

6.4.2 Understanding datafied regimes 

Decision-making of designers or policy-makers and their assumptions about the world inscribed in 

software or policy documents are the central unit of analysis in projects reconstructing datafied 

regimes. To situate these decision-making practices empirically, scholars applying this methods 

assemblage question “to what extent do these assumptions are born out in practice” (I13, pos. 17). 

For example, while it might be one group of designers creating a certain app, they use developer 

tools provided to them by other companies, interested in data extraction (e.g. I14). Thus, decision-

making here is distributed across multiple organisations and individuals, as well as technologies that 

create affordances for data production. While practices of data production described here are 

somewhat similar to the development and maintenance of data infrastructures described in the 

previous section 6.3 of this chapter, researchers enacting methods assemblage of reconstructing 

datafied regimes are specifically interested in the decision-making practices required and enacted by 

various stakeholders as they ‘produce’ data. Like the methods assemblage of exploring encounters 

with data representations, scholars reconstructing datafied regimes attend analytically to the 

translations in which datafication processes are being enacted. Experts reconstructing datafied 

regimes, however, investigate how actors in positions to enable datafication processes (such as 

software designers or policy-makers) make these translations and inscribe these in products of their 

work (e.g. technologies or policies).  

When such assumptions are inscribed in technologies (e.g. algorithms) or policies, they 

become normalised as datafication processes are being enacted through these software or policies. 

For example, I2 provides an example from education research in which certain assumptions about 

education quality assessment are normalised through education policies: “the discourses of quality, 

they are permitted by data and datafication nowadays” (I2, pos. 11). Education policies examined 

by I2 determine practices of other actors, for example educators, who need to adopt policies in 

their professional routines. According to I2, for policy-makers datafication processes, then, can be 

understood as a solution for better policy-making as it provides interoperable, quantifiable data 

representations the meanings of which have been negotiated according to the “policy scripts” (I2, 

pos. 15). These policy scripts define how the realities of education (in the context of I2’s research) 

should be represented in digital data. In short, I2 views policy-making as circulating and acquiring 

information. Similar to I2, I19, also applying methods assemblage of reconstructing datafied 

regimes to study educational policies, elaborates on the example of education quality assessments 

how these policies are normalised as they cannot be changed through individual will. 
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“So this is, this is so to say basic sociology. So, there are structures, these structures are 

supra-individual and they take effects and do something and are dynamic and have ordering 

forces which are not managed purposefully by other actors, but develop certain power. […] 

And the more I do research, the more I see this. The actors can be so reflective and try to 

curb some things. I agree here with Zuboff, if data are there, they will be used. If data are 

embedded in a certain structure, something will happen with them. Then the dynamics of 

centralisation, dynamics of expansion, and of accountability are under way that I cannot 

prevent.” (I19, pos. 15). 

Particularly in the example of education quality assessment studied by I2, I5, and I19, policies 

enacting datafication processes reinforce accountability and transparency as “modern principles of 

governance” (I2, pos. 19). I29 offers three different views to understand datafication and policy. 

First, an “old Anglo school lens of modes of power and understanding how datafication is used 

overtly to make people do things that they otherwise wouldn’t do. So that’s in a regulatory 

government sense”. Second, “[i]n covert ways where they basically inform the agenda and ways of 

knowing the world” and third, a political view on “how information and knowledge are related to 

relationships of power” (all quotes pos. 19). I5 furthers this argument pointing out how whole 

educational organisations and not only individual educators become subject to these policies, 

powers, and ‘dynamics’. Others, for example I16 and I25, address these ‘dynamics’ as ‘logics’ that 

enact data representations of people, things, and practices. So, I16 asks, “what kind of logic dictates 

in the systems and how our population is understood, our people, individuals and social issues 

understood” (pos. 13) by public administration in a European country. 

Assumptions about datafication inscribed in algorithms or policy documents, then, become 

‘ordering forces’ for other actors’ practices, as mentioned by I19. Scholars enacting methods 

assemblage discussed in this chapter, then, investigate products of decision-making processes such 

as software documentation or policy documents, or sometimes also practices of other, affected 

stakeholders in order to reconstruct these ‘ordering forces’—datafied regimes. The variety of 

definitions ranging from dynamics and scripts to logics illustrate the heterogeneity of theoretical 

and epistemological approaches used by the experts enacting this methods assemblage. While these 

different terms bring forward different aspects of what I call here ‘datafied regimes’, they share a 

common perspective on datafication processes as a political endeavour negotiated and articulated in 

policy and governance strategies, be these educational policy documents (e.g. I2, I15, I19) or 

platform use policies (e.g. I14, I21, I25). I14 also touches upon the question of how ‘normality’ is 

negotiated in and defined through datafied regimes or what happens if the understanding of 

‘normality’ changes. In I14’s example, what is ‘normal’ does not concern people or their practices, 

but rather different kinds of data tracked and extracted by social media providers. 

“But we also kind of realised in kind of looking through kind of technical literatures that -. 

And I think a lot of work needs to be done here, but we at least sort of bring attention to, 

like something like [certain datapoint], which is in like 99% of apps is […] normal […]. This 

used to be [categorised as a] dangerous [datapoint]. So, it was changed to normal. And based 

on everything that we looked at, I -, my hypothesis is, it was changed.” (I14, Pos. 11). 

Here, what is understood as literally normal kinds of data extracted from social media and app users 

has been allegedly changed in the course of several years, according to I14, also changing, for 

example, whether or not users are being informed about these kinds of data about their usage being 

collected. I25, in turn, elaborates on one of their research projects with software providers and data 

scientists, also reporting how certain understandings of data and datasets change over time, 

reshaping what is understood to be ‘good’ or of ‘high quality’. 

“In this text they explain… and I… it is about language. They explain that they [(software 

providers)] have these data. And they have these data and maximum 40% of these data need 

to be there to speak about a dataset of high quality. And somehow two paragraphs below 

this is a dataset of high quality. And this transformation is so natural. So natural in the logics 
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of data science because other way you cannot do anything [with the dataset]. But the way it is 

translated to a completely different understanding about what these data can represent, this 

is […] So about developers… It is what fascinates me about such developers’ perspective, 

what is natural for them.” (I25, pos. 23). 

In another example from education research, I5 elaborates on categories and metrics used for 

education quality assessment reconfiguring the whole learning process: putting students in different 

rooms literally and in different boxes metaphorically, respective to the categories attributed to these 

students. Similarly, I8 reports their experiences and frustrations about “the kind of pointlessness of 

it, you know, that this is just making numbers and moving them around.” (pos. 25) In sum, scholars 

enacting methods assemblages of reconstructing datafied regimes turn to the question of how 

datafied regimes produce ‘normality’. Other scholars take that as a starting point and make calls for 

new regulations that would restrict the ‘dynamics’ of datafication processes enacted through 

datafied regimes (e.g. I6, I21, I23). At the same time, some of the interviewed experts such as I6 

argue that currently not even governments can be held accountable for their datafied regimes they 

negotiated because decision-making processes making these regimes possible are not transparent 

and not known for the publics. Similarly, I23 argues that transparency is required for researchers 

and civic society cannot understand what governments and tech corporations do with the data they 

accumulate. I11, in contrast, draws attention to another kind of policies, examining empirically self-

regulation policies concerning datafication processes in certain professional community (e.g. ethics 

codes) and the ways datafication processes are being enacted in these. 

 

6.4.3 Negotiating data representations 

For most of the interviewed experts who enact at least some elements of the methods assemblages 

for reconstructing datafied regimes, central to their re-situated conceptualisation of datafication is a 

critical reflection on how social phenomena (e.g. learning, citizenship, but also e.g. emotions) are 

defined through datafied regimes. For example, I2, I5, I8, I10, and I19 elaborate on policies and 

governance enacting certain datafied regimes, while at the same time being themselves dependent 

on datafication processes in various public societal domains such as administration, health, or 

education. For example, I4 reflects on “the policy change enacted with datafication” (pos. 9), while 

I8 notices that “a lot of datafication arises from policy, certainly in [Europe] anyway” (pos. 23). 

Enacting methods assemblages for reconstructing datafied regimes, therefore, datafication scholars 

explicitly investigate the recursive and political relations between datafication processes and regimes 

that enable and enact these. As I27 summarises it, “technology enshrines, it literally physicalises all 

of those decisions, the ethical ones, the scientific ones, and all the other decisions” (pos. 10). 

This chapter illustrates how data representations negotiated by various actors bring forth 

expectations of acting upon them. In a similar way, some of the interviewed experts argue, datafied 

regimes do not only define realities according to previously negotiated, politically- and value-laden 

representations of data, but also create affordances for certain actions. For example, certain digital 

data representations are being enacted as ‘objective’ and ‘truthful’ (e.g. I2, I15). I2 elaborates on 

that on an example of their research on education policy and policy-makers’ decision-making 

practices that rely on certain data representations. I5 provides another example, arguing that 

datafied regimes create certain affordances for educators’ actions and these actions are sometimes 

directed at the data representations rather than students’ learning. 

“And then, I see a very important role of numbers, and numerical data, and objectification in 

kind of like creating these new actors, and these new roles, and like this kind of political 

arena. Kind of like numbers, like to be more neutral actors and non-subjective, because there 

is lots of criticism for subjectivity when making policies or in policy-making. And that’s why 

numbers have been used to make the decisions more objective. And then numbers 

sometimes, are indicators or rankings. They become actors themselves, like without a 
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corresponding human being behind or a corresponding organization or something like that.” 

(I2, pos. 17). 

 

“[T]eachers are heavily influenced by the way in which [educational organisations] have gone 

about making things of what it is that they have achieved in the past decade. And it is a lot of 

focus on different sorts of graphs and charts, and metrics and measures of students learning 

as such. And it can almost be the case that these graphs and charts kind of dominate what’s 

actually occurring in relation to the students learning. So, you know, what you end up with is 

more focused on something like these graphs, as indicators or approximations of student 

learning, then you do upon the actual substance the student work. So, I think that’s risk. And 

I think that’s a risk at the level of systems, of [education] systems around the world.” (I5, 

pos. 29). 

Taking up on the argument that enactment of datafication processes through datafied regimes in 

policies creates certain affordances for the actors subjected to these policies, I19 reflects on the role 

of policy-makers. In their research, I19 notices reflexivity of policy-makers regarding their power 

positions and actionability in negotiating and defining datafied regimes.  

“There was barely anyone with whom I’ve spoken in the context of governance throughout 

my research, who wouldn’t have been reflexive about what these things can do, what are the 

dangers, the opportunities, what is their own role there. Even when it wasn’t completely 

analytical or systematic, it was almost never anyone who was a member of such a structure or 

worked with such a system und haven’t thought about it at all. And particularly when it is 

about designing something, there are so many processes, structures, actors, revision loops. 

[…] rather they aim to do a good job within their domain of authority. And there happens a 

lot and it casts certain light on the critique. […] because this critique is about the dynamics of 

the process, about the challenges of datafication and not about people being stupid or not 

being reflective about what they do.” (I19, pos. 15). 

As I19 further argues, however, it is difficult for the involved actors to situate data that is used for 

governance and policy-making empirically. At the same time, as I30 reports from their work with 

policy-makers and software designers, sometimes their decisions about negotiating data 

representations are made to provide only particular options of acting upon published data, for 

example to “make sure that journalists will not take pictures that will make a headline” (I30, pos. 7). 

However, I30 also warns against being exclusively critical towards the designers’ practices and 

elaborate on the “contingencies, all the choices you have to make when you develop a [data 

representation]” (pos. 3). 

Who gets to decide and negotiate data representations, then, is a political question relevant 

for reconstructing datafied regimes. As previous examples provided in this section demonstrated, 

most of the interviewed experts reconstructing datafied regimes either conduct policy research or 

explore professional practices of policy-makers and software designers, or both, sometimes 

complementing these with examinations of software interfaces. That overview over scholars’ data 

collection and analysis techniques illustrates what kinds of actors are considered as holding power 

and access to the negotiations of datafied regimes. Policy-makers, software developers, and 

intermediaries are understood to have various ways of exerting their agency and power in 

negotiating and defining datafied regimes (I21). Particularly tech corporations or governments 

accumulating data through extraction and negotiating representations of these are seen as holding 

positions of power. It is important to acknowledge that these different actors often pursue their 

own agendas and goals. For example, I15 reflects on how “suddenly, [data] become meaningful in 

new ways and new contexts” (pos. 3) as they require to be acted upon, in their research also in the 

domain of education governance and decision-making. Thus, in their studies reconstructing 

datafied regimes of education governance, I15 is particularly interested in the arguments that 

political actors use, for example in policy documents, to justify datafied regimes they negotiated. I17 
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provides an empirical example of the relations between datafication processes and politics. This 

example illustrates negotiations about data representations for decision-making in a public domain 

and questions how various actors perceive datafied regimes and what is the role of data 

representations for decision-making processes in the first place. In I17’s research, public actors 

entered conflicts with each other during negotiations over data representations in order to acquire 

or maintain their range of influence.  

“I have participated in meetings in which they yelled at each other and were completely split. 

How to go about these data? Who should benefit from these et cetera? But often also, 

sometimes really childishly, so insane jealousies developed there. Who has access to which 

data? What does it mean to lose the range of influence? Often it went as far as whole 

databases should include the names of certain actor groups. Yeah, so, completely detached 

from the actual goal and content” (I17, pos. 7). 

The above quote by I17 illuminates how datafied regimes are enacted besides strategic negotiations 

of data representations, for example by allowing or closing access to certain data representations. I4 

also makes a similar argument discussing how datafied regimes structure who gets access to other 

datafied practices such as, for example, public services. I23 reflects on pitfalls and challenges of 

private companies regulating access to negotiations about datafied regimes and to the data 

generated within these regimes, particularly in the public health domain. 

“I mean, I don’t want to know the formula, but I want to know the criteria, at least, that are 

used to profile users, to take decisions, to do a lot of things. And of course, one of the- I 

mean, I don’t know the specific research on that, but one of the main areas where 

datafication is important of course is health. […] we could do a lot of things with data with 

regard to health, but of course we cannot leave all this data just to private companies. So at 

least in Europe, we would need regulation, but in order to have all this stuff, you need 

politicians and decision makers that understand what’s at stake. And maybe citizens don’t, 

but I’m not sure, at least in my country, politicians do. So, we have a great resource there, 

but we are not using it. (I23, Pos. 17). 

In their research I27 experienced problematic ways of operating with data in the educational 

domain and how these were negotiated by involved software providers. 

“Yet even then, when I was actually speaking with […] these learning environments, and 

some of the research questions on the back of it with my colleagues, you again have to make 

some kind of a philosophical decision on whether you are comfortable with seeing all 

learning as consciously, explicitly, articulable, decomposable knowledge. And if so, if you’re 

also comfortable with designing systems, and using people, human learners, as ways to 

investigate, and to evolve that knowledge mapping.” (I27, Pos. 8) 

In addition to previously discussed challenges in regard to datafication processes enacted through 

datafied regimes inscribed in software or policies, this quote also draws attention to the ethical 

questions of using available data for negotiating further, future data representations and datafied 

regimes. In another example, I21 was interested in identifying datafied regimes of social media 

platforms. 

“I want to look what is the shaping role that platforms play generally in users lives, 

sometimes in economies and broader social structures. And so, I start from there and 

because of the way platforms work, because of the way they make their money, datafication 

is a big part. So, looking and identifying how are they rendering everyday life into metrics 

and numbers and data that can then be repackaged and sold onward and so yeah it is 

something that affects users. It’s something that affects organisations.” (I21, Pos. 3) 

As the above examples suggest, methods assemblages of reconstructing datafied regimes primarily 

address various collective actors such as public administrations, software provider companies, but 

also organisations subjected to various datafied regimes. This attention to collective practices 

distinguishes this methods assemblage from the other ones, discussed in previous sections of this 
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chapter. As the calls for regulation, mentioned by several experts in the examples throughout this 

section demonstrate, collectivity of actors negotiating data representations and, with them, datafied 

regimes, also poses legal and ethical challenges, for example in relation to the questions of 

accountability. I continue discussing the role of collectivity in studying datafication processes in 

chapter 7 of my thesis. 

 

6.4.4 How are datafied regimes reconstructed? 

Overall, empirical examples discussed so far elucidate how scholars enacting methods assemblage 

for reconstructing datafied regimes study practices of data production: from planning and decision-

making, to development, implementation, and maintenance of information systems. Within this 

methods assemblage, a number of techniques are used that can be summarised as software analyses 

(e.g. walkthrough, algorithmic audit, reverse engineering, eg. I19, I21), interviews with technology 

providers and other decision-makers (e.g. I25, I27) or actors subject to the datafied regimes (e.g. I4, 

I17), and document or policy research (e.g. I10, I15). For example, I25 views interviews with 

software developers as exploration of the inscriptions they make into their products, and therefore 

as an exploration of software. At the same time, this view is contested in the literature (e.g. 

Hasinoff & Bivens, 2021). So, according to I30, interviews with software designers allow to situate 

findings from other methodological approaches (software analysis, document analysis) as they 

provide researchers with more information than what is possible to learn from official, written, 

publicly available accounts. For example, interviews allow to learn about technology designers’ 

negotiations on how to deal with certain problems, conflicts, and missing data. They explain that 

“sort of historical projects that never came into being because of fights between the ministries, they 

are forgotten. They have been written out of history” (pos. 17). I30, however, also warns against 

being too critical towards the study participants. Instead, the focus should be on  

“understanding how the people who work with it, how they perceive it, what they think 

about it, what they think its problems and potentials are rather than sort of, you know, using 

them as puppets to confirm my own critical position” (I30, pos. 15). 

According to I30, datafication scholars should engage in mapping the complexities in which 

different kinds of actors (both human and non-human ones) move and make decisions about 

datafied regimes. At the same time, I30 highlights a challenge of access to research materials in 

ethnographic studies with software providers and policy-makers: “It’s also because when you’re 

doing ethnography, you have access to what they invite you to have access to” (pos. 3). I6 makes a 

similar comment, also highlighting that even when access to relevant actors is acquired, researchers 

might not be able to acquire information they need: “sometimes it can be difficult to navigate, 

because sometimes they don’t want to talk about certain things, because it’s just scandal or they are 

trying to move on to something” (pos. 9). 

The issue of accessibility of research materials and units of analysis, therefore, is one of the 

central methodological challenges for the methods assemblage for reconstructing datafied regimes. 

Researchers reconstructing datafied regimes by examining technology and algorithms in most cases 

face constraints such as lacking access to the empirical data (e.g. technical documentation or access 

to meetings in which certain aspects of these technologies are being negotiated) required for the 

analysis, lacking access to relevant stakeholders, or documentation. Algorithms used in different 

kinds of information systems are often proprietary, undisclosed to the researchers.  

“So, especially when studying how the algorithms transform politics, the fact that they’re 

either proprietary or undisclosed means a lot of times that the research community performs 

for years studies that the tech companies know the results and they don’t share them. Or 

they are not able to investigate really important to see the issues because they don’t have 

access to the data. This is my biggest concern with datafication.” (I28, pos. 17). 

Moreover, decision-making processes are usually documented to a varying degree of completeness. 

Some of the interviewed experts, therefore, turn to studying experiences of people affected by 
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datafied regimes as a helpful addition to the methods assemblage, also combining elements of 

different methods assemblages such as exploring encounters with data representations. 

Some of the experts whose research projects I identified as reconstructing datafied regimes, 

therefore, apply policy research and document analysis techniques. I15 elaborates that “working 

with documents and media materials is my way to kind of substitute the difficulties of field access” 

(pos. 9). For I15, primary sources of documents are political actors (such as ministries) who publish 

official documents. In addition to these, I15 increasingly also examines other kinds of publicly 

available documents such as public talks, recordings of events, interviews in press and media 

coverage following up release of official statements. Further, I15, working in policy research in a 

non-European country, also conducts analysis of media coverage on the topics related to the 

datafied regimes identified in the policy documents. According to I15, such combination of various 

research materials allows to compensate for the limited access to the political actors themselves (e.g. 

for conducting interviews with them). I25 conducts discourse analysis of press and media texts, 

however they focus on the perceptions of the datafied regimes, particularly attending to the 

language used in the studied documents, for example exploring what is presented as 

‘problematisations’ or ‘solutions’ in these texts. Attending either to problems or to solutions 

proposed in texts about what they address as software allows I25 to identify core values central for 

the negotiations of datafied regimes. I25 also elaborates on advantages of interviewing actors 

directly involved in negotiating data representations performed in datafied regimes: I25 relies on 

their “ethnographic sensitivity” (pos. 7) to topics emerging in loosely structured interviews with 

software designers. In their research project, I16 who also works outside Europe, could 

complement their policy ‘desk research’ with interviews with developers of software for public 

authorities. They also notice that the multiplicity of terms, concepts, and their meanings used in 

documents created by the study participants pose a challenge for researchers who might use the 

same terms or concepts differently. 

Other scholars applying methods assemblage for reconstructing datafied regimes conduct 

various kinds of software analysis. For example, I19 elaborates on how software analysis (with 

particular focus on dashboards) complemented by interviews with software designers allows to 

understand the ‘logics’ of the latter and the datafied regimes inscribed in these. I19 states that a 

software analysis allows “navigating the platform with the pace that research allows.” (pos. 11) In 

addition, for I19 technical documentation can be another helpful source for software analysis, 

especially when interview partners cannot be accessed. I21, who conducts another kind of software 

analysis, notices how conducting these for apps on mobile devices requires taking into account 

various aspects such as current system updates and app updates. In addition, personalised apps (e.g. 

social media) also complicate research: for example, when starting new research topic lacking use 

history hinders researchers in their analysis of social media algorithms (I21). Moreover, especially 

conducting research with mobile devices, sufficient funding is required to accommodate various 

expenses, for example for devices. Another way to study decision-making when proprietary 

algorithms and information systems are not accessible and assessable for researchers is to recreate 

some of their products, for example to study how different kinds of algorithmic trace data lead to 

certain outcomes of machine learning-based automated systems (I20). I24 points to a limitation of 

such kinds of software analyses, elaborating on how, for example, analysing app interfaces only 

serves to answer research questions about these particular apps but not the datafied regimes 

according to which these apps are displayed in the Play- or Appstore: “Obviously you cannot have 

that [ecological perspective] by taking screenshots of the app” (pos. 3). Further, I24 also 

underscores the value of disciplinary perspectives for the software analysis, highlighting how apps 

for health, education, some everyday activities cannot be compared to each other analytically 

directly, but rather require working out specificities of each societal domain based on academic 

discourses respective research fields. 
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Some other interviewed researchers use computational techniques of data collection 

and/or analysis as a part of the methods assemblage for reconstructing datafied regimes, also 

reflecting on the limitations of such techniques. For example, I16 reminds of the trends in academic 

inquiry: “popular computational methods around, was the topic analysis and social network analysis 

and things like that” (pos. 27). According to I16, when a computational technique becomes 

‘popular’ it is quite important that theories in which the development of such techniques was 

grounded are taken into account and reflected by empirical scholars applying these techniques. 

Similarly, an overall understanding of what comprises ‘software’ is crucial for those who aim to 

study datafied regimes enacted in it. 

“[Y]ou require technical knowledge, I think, like what is a platform you can talk about that if 

you don’t at least have a bit of technical knowledge about what it is like, knowing that it 

consists of GUIs and APIs and whatever like that, you have an idea about what it is that if 

you do enough study or whatever, to come back to that example that you at least know that 

the Play store is closely connected to that and has some role to play in what is this app is on 

the forums and that sort of stuff” (I24, Pos. 21). 

For an “average lay user” (I21, pos. 31) algorithms are often difficult to understand. Some of the 

researchers applying methods assemblages for reconstructing datafied regimes, therefore, also aim 

to enable their study participants and increase their algorithmic and data literacy through research. 

For example, in one project conducted by I23, they and their colleagues explained their study 

participants “what we knew about at least [the app’s] algorithms” (pos. 19). In this research project, 

some of the study participants already tried to ‘reverse engineer’ algorithms of the apps they used 

themselves by trying out different app use strategies and comparing the results of algorithmic 

recommendations. These experiences were incorporated in the research processes as I23 explained 

in the interview. While the goal to empower study participants is common to the methods 

assemblage for exploring encounters with data representations and its participatory approaches to 

research, the example provided by I23 rather indicates how academic inquiry becomes more 

situated and partial, taking positions and stands vis a vis development of datafication processes, 

strongly enabled by data extraction, exploitation, and systemic inequalities. Such positions and 

perspectives of researchers also become an inherent part of research even when datafication 

processes initially are not the main focus of study, as was the case for e.g. I2, I13, I15, I17, I21, I25.  

 

6.4.5 Datafied regimes and other methods assemblages 

The examples of research projects discussed in this section as enacting the methods assemblage for 

reconstructing datafied regimes, several scholars enact elements of this methods assemblage 

together with elements of other methods assemblages, discussed in previous sections of this 

chapter. For example, I21, has an infrastructural view on social media platforms and explores 

empirically datafied regimes inscribed in these platforms. They explain that “platforms take some 

responsibility in conveying that [information] rather than just users circulating it” (I21, pos. 3), 

while this responsibility comes from the monetisation of social media data travelling across data 

infrastructures. Here, the experts’ main research interest is in understanding datafied regimes 

enacted through social media platforms, while these platforms operate on vast data infrastructures, 

ultimately, required to monetise data. 

“I want to look what is the shaping role that platforms play generally in users lives, 

sometimes in economies and broader social structures. And so, I start from there and 

because of the way platforms work, because of the way they make their money, datafication 

is a big part” (I21, pos. 3). 

Similar to how scholars applying the methods assemblage of tracing dynamics of data 

infrastructures, I21 argues that without being able to know how data move across these 

infrastructures, democratic values cannot be enacted in datafied regimes of the platforms. Some 

other examples of research projects and academic inquiries in which elements of multiple methods 
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assemblages are applied provide interviews with I4, I4, or I17, whose—primarily ethnographic—

work.  

Overall, methods assemblage of reconstructing datafied regimes resembles the previously 

discussed methods assemblage of tracing dynamics of data infrastructures due to the analytical 

attention to the work practices of collective actors—policy-makers or technology providers. 

Specific to reconstructing datafied regimes is the interrogation of how such datafied regimes come 

to be rather than their implications on stakeholders subjected to these. Due to the limited access to 

the empirical sites of practice at which data representations included in the datafied regimes are 

negotiated, some scholars explore stakeholders subjected to these regimes, such as e.g. educators in 

research of datafied regimes in education governance. Most common, however, is an analysis of 

either direct situations and experiences, perceptions of negotiating data representations or of 

documentation of these negotiations. Despite such different research techniques, datafication 

scholars enacting methods assemblage of reconstructing datafied regimes explore how in these 

regimes digital data are attributed to what is understood to be ‘normal’ or not. In the concluding 

section of this chapter, I elaborate in more detail on the core aspects of the methods assemblages 

presented in this chapter, the differences, and relations between them. 

 

6.5 Assembling methodological approaches to data studies 

In this chapter I analysed expert interviews with datafication researchers about their empirical 

studies and based on my analysis constructed three distinct methods assemblages currently enacted 

to understand and create re-situated concepts about datafication processes. The discussed methods 

assemblages are applied for 1) exploring encounters with data representations, 2) for tracing 

dynamics of data infrastructures, and 3) for reconstructing datafied regimes. These methods 

assemblages are, themselves, related to broader research politics in social sciences. The three 

constructed methods assemblages, while being distinctive from one another, overlap and form a 

continuum of methodological approaches within data studies. They can be conceived of as 

synthetic conceptualisations of the methodological approaches identified in the current body of 

work on datafication. These three assemblages by no means form a comprehensive list of all 

possible methodological approaches, rather they illustrate the results of my analysis based on a 

limited sample. The three constructed methods assemblages are grounded in the samples of 

academic literature and expert interviews I examined in my thesis. With further research on 

methodologies of data studies that listing of assemblages might include other, related topics and 

with the development of datafication scholarship over time new assemblages might be added and 

existing assemblages reconstructed. 

Each of the methods assemblages discussed in this chapter has their own distinctive 

characteristics. The methods assemblages overlap and relate to each other as well as to empirical 

research in social sciences in general. So, interdisciplinarity of research teams and disciplinary 

boundaries of certain research topics and empirical sites of practice configured each of the 

assemblages in certain ways. For example, methods assemblage for exploring encounters with data 

representations primarily allows to study everyday and professional practices of laypeople. The 

methods assemblage for tracing dynamics of data infrastructures in my sample, is, in contrast, 

constructed from empirical research about marginalised populations, often outside of European 

borders and serves to understand implications of datafication processes on these populations. The 

methods assemblage for reconstructing datafied regimes led me back to the European and broadly 

Western perspectives on datafication processes enacted through politics and governance. Each 

methods assemblage is constructed around means through which datafication processes are 

enacted, such as data representations, data infrastructures, or datafied political and governance 

regimes. 
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Figure 6-1 The continuum of methods assemblages for data inquiry 

Figure 6-1 illustrates how these three methods assemblages can be placed within the heuristic 

developed in chapter 5. So, scholars studying encounters with data representations primarily focus 

on individual people who do not negotiate these representations themselves, but rather experience 

and enact datafication processes upon encountering these. These people—both individuals and 

collectives—translate encountered data representations according to their understandings, 

motivations, and affectivities in order to situate these representations in their lived realities. 

Datafication scholars, then, are interested in lived experiences and perceptions in which such a 

translation and enactment of datafication processes takes place. Research projects in which 

methods assemblages for exploring encounters with datafication processes are enacted, provide 

conceptualisations of datafication re-situated in the lived experiences of people and communities, 

sensitive to their values, needs, and goals. In my sample, several scholars enacting this methods 

assemblage conducted participatory studies that allowed them not only to create new encounters 

with data representations for their study participants to learn about them, but also to learn together 

and from the study participants, as I14 explained in one their quotes referenced in section 6.2. The 

methods assemblage for studying encounters with data representations, therefore, can be placed in 

the lower left square of the heuristic, as figure 6-1 illustrates. Although the methods assemblage is 

primarily placed in this square, indicating its focus on individual people affected by datafication 

processes, this methods assemblage also serves to build sensitivity to the various kinds of agency 

actors encountering data representations exert. The actors addressed with such a methods 

assemblage, therefore, can be differently positioned on the continuum between ‘users’ affected by 

datafication processes, and ‘producers’ holding power to negotiate data representations in the first 

place. As one of the interviewed experts, I19, argued, the distinction between ‘users’ and 

‘producers’ is an analytical one, while in practice it is difficult to disentangle both in recursive 

enactment of datafication processes. The methods assemblage for exploring encounters with data 

representations, therefore, provides a foundation for moving in the mirky waters between ‘usage’ 

and ‘production’ of data, particularly when actors chose not to act upon their encounters with data 

representations or attune their everyday and professional activities—exert their agency in different, 

mundane ways than already better explored practices of resistance or activism. 

The methods assemblage for tracing dynamics of data infrastructures tackles this challenge 

by addressing actors in positions to enable datafication processes who design, develop, operate, 

maintain, and overwatch data infrastructures as well as actors who utilise these infrastructures. Both 



168     METHODS ASSEMBLAGES 
OF DATA STUDIES 

 

kinds of actors are understood as collectives, for examples states and public administrations or 

technology providers who develop and operate data infrastructures, or individual people as, for 

example, (non-)citizens—representative for a bigger population. These two kinds of actors are 

related to each other through data infrastructures and digital data moving across them. The 

movement of data is enabled by actors’ work ‘behind’ the data infrastructures, through which 

certain actors are put in relation to others or excluded from relations. To understand these 

inclusions and exclusions, scholars applying methods assemblage for tracing dynamics of data 

infrastructures conduct long-term research at the relevant sites of practice and gather tacit 

knowledge about various political, social, economic, and cultural aspects of that site, also by 

building relationships of mutual trust with relevant stakeholders. By being able to draw on such 

tacit knowledge and by attending to the relations between different actors created through data 

moving across data infrastructures, datafication researchers, then, can understand the implications 

of datafication processes for various actors. This methods assemblage, therefore, can be placed in 

the middle of the upper half of the heuristic matrix I constructed. Such placement illustrates, first, 

how, tracing dynamics of data infrastructures, different kinds of actors can be addressed, both 

utilising these infrastructures, and developing, providing them. This placement also reflects 

predominant analytical attention to collective actors, even though some research techniques applied 

within this methods assemblage address individuals as representatives of a certain actors’ group or a 

population. The examples discussed in section 6.3 range from individuals as citizens, individuals as 

professionals such as teachers, or individuals as members of other groups, such as e.g. learners. 

Putting forth the collectivity of the actors examined with the help of the methods assemblage for 

tracing dynamics of data infrastructures opens spaces for reflection about relations such 

datafication research creates: for example, relations of these individuals to the groups they are 

attributed to by datafication scholars. Before I continue discussing this further in the next chapter 

7, I make concluding remark about the third methods assemblage. 

The methods assemblage for reconstructing datafied regimes allows to explore practices of 

similar actors enabling datafication processes as the methods assemblage for tracing dynamics of 

data infrastructures. Reconstructing datafied regimes also means investigating work practices of 

public and political actors, or technology providers. The focus, however, is not on the work these 

actors do to relate themselves and other stakeholders to each other, but rather on their negotiations 

of data representations that are, then, put on the move across various socio-technical systems. The 

products of these negotiations are inscriptions made about datafication processes and digital data 

into the products of the actors’ work, for example technology at large or software and algorithms 

more specifically, and policy documents when political and public actors are studied. Analytical 

attention of researchers applying this methods assemblage, therefore, is directed at the ways in 

which the results of these negotiations of data representations are ultimately inscribed in 

technologies or policies that enact particular datafied regimes. To reconstruct these regimes, 

datafication scholars require information about technology and policy design processes, involved 

stakeholders, their diverse interests, and internal conflicts emerging from such heterogeneity. Often, 

such information is not disclosed to the researchers due to the proprietary character of the products 

developed by technology providers, or due to politically sensitive issues of such an inquiry. 

Common for the methods assemblage for reconstructing datafied regimes, therefore, are alternative 

ways to investigate how data representations were negotiated, without direct access to the relevant 

stakeholders or documentation. Some of the scholars enacting this methods assemblage approach 

these datafied regimes through examining software interface and affordances, or by analysing 

algorithms. Others investigate policy documents in order to reconstruct the outcomes of the 

negotiations about data representations used in these policies. Interrogating datafied regimes in 

these ways allows to question, how and what meaning is attributed to certain data representations 

and the actors subject to these datafied regimes. Actors negotiating datafied regimes make 

attributions about meaning, while algorithms and policies they produce put these attributions to 
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work. These attributions, then, are further distributed, creating relations between various actors 

within and across socio-technical systems. When stakeholders subjected to these datafied regimes 

through policies or simply their use of certain algorithms encounter these representations, they 

translate these according to their own lived realities and re-enact them. In this way, all three 

methods assemblages are related to each other in an ongoing process of enacting and re-enacting 

datafication by various actors. 

My analysis in this chapter shows that the three constructed methods assemblages are 

enacted by datafication researchers to seek different kinds of knowledges about datafication 

processes. Both methods assemblages and kinds of knowledges about datafication they help to 

acquire are distinctive, but in empirical research, they overlap depending on research questions and 

empirical sites of practice. Figure 6-1 shows how methods assemblages overlap according to the 

sample of analysed interviews. Some scholars conduct research that is predominantly matching with 

one of the three constructed methods assemblages: for example, I27’s study on datafication and 

education can be primarily read as one enacting methods assemblage of reconstructing datafied 

regimes. In other empirical studies, elements of two or three methods assemblages can be found, 

particularly when interviewed experts discussed multiple research projects conducted iteratively in 

order to explore datafication processes from multiple perspectives, such as I4; I17, and I19 whose 

research is mentioned in all three sections of this chapter dedicated to individual methods 

assemblages. Exploring these empirical studies with the help of the heuristic I developed allows to 

reflect on different means through which datafication processes have been enacted, different kinds 

of actors involved in this enactment, and the relations between all these that ultimately produce a 

re-situated conceptualisation of datafication in empirical social research. As I will discuss in the next 

section, such a reflection should provide a springboard for further, different, and hopefully more 

generative knowledge production about datafication and its critique. 

As my analysis indicates, to produce such re-situated conceptualisations of datafication 

processes, interviewed experts conduct empirical research that starts with “a hunch” (I24, pos. 6) as 

a quote in the beginning of this chapter states. Such a question-driven approach allows scholars to 

investigate datafication processes as situated in the lived realities rather than defined based on 

certain methodological (e.g. discourse analysis) or philosophical (e.g. structuralism) assumptions 

about what datafication should be. A research idea and, later, planning and design of an academic 

inquiry about datafication beginning with a ‘hunch’ means that researchers are interested in 

understanding some specific aspect in the multitude of aspects relevant to datafication processes. 

Then, besides the heuristic assembling methodological approaches in data studies I developed and 

illustrated so far, I show that different kinds of knowledges sought by researchers about 

datafication processes are central for constructing and identifying different methods assemblages. 

My analysis of the sampled literature and the interviews with the authors as well as some further 

datafication experts indicates that there are three main kinds of knowledges sought in empirical 

studies on datafication processes, ranging from 1) understanding of lived experiences and 

perceptions of datafication processes, to 2) their socio-political, historical, economic, and cultural 

implications, to 3) the understanding of negotiations of data representations in decision-making. My 

analysis also illustrates that these kinds of knowledges are intertwined with each other. They are not 

acquired by addressing certain kinds of research objects, for example only text or only visual 

material, or only experiences and practices. Rather, in research such as the projects discussed in my 

analysis, research objects, research techniques required to approach them, and other elements of a 

research process are assembled together in accordance with an empirical enactment of datafication 

processes. In the next chapter, I elaborate on these kinds of knowledges in more detail, relating 

them to the methods assemblages discussed here and returning to the arguments about academic 

knowledge production and critique made in the theoretical chapters of the thesis.



170     DATA STUDIES: 
WHAT IS AT STAKE? 

 

7 Data studies: 

what is at stake? 
One of the interviewed experts shared following view on the current state of data studies: 

“I feel like, when I think about conferences and broader academic forums where I’ve been 
listening to a lot of presentations on data and having a lot of like, I guess critical data studies, 
I actually feel like we’re kind of stuck. I feel like we’ve gotten to a point where we’re able to 
critique, […], we are able to identify the stakes and why datafication can lead to massive 
societal problems. But it seems- those conversations seem to end up like an impasse between 
scholars pointing out all these issues and capitalism. Like companies doing this, owning the 
technology still data mining and data mining been a massive part of our economy now. And 
so, it just kind of ends up being like a shrug, like what are you going to do?” (I21, Pos. 23). 

The ‘impasse’ formulated by the expert cannot be solved easily and my thesis does not attempt that: 

much more and probably different kinds of research as well as more substantial systemic change 

would be needed. The quote, however, makes clear that data studies need to continue being critical, 

but at the same time the critique they produce requires rethinking. Providing this statement in the 

beginning of this chapter, I rather aim to illustrate the stakes of (not) reflecting on data studies as a 

research field. This chapter of my thesis is concerned with the issue of critique in data studies: what 

is the role of critique and how reflecting on data studies with the help of the heuristic I developed 

can advance critique in new ways?  

Common for data studies is an understanding of datafication as a recursive process in 

which relations between digital data and social realities are established and these social realities are 

constructed (e.g. Couldry & Hepp, 2017). These relations are socio-technical (e.g. Jarke & Breiter, 

2019) as they are emerging based on technological transformations and affect involved stakeholders 

in different ways, as these technological transformations are, to a great extent, enabled by 

commercial companies profiting from the technological opportunities to gather and recombine big 

amounts of digital data at a high speed in order to re-use these data for commercial purposes (e.g. 

Gerlitz & Helmond, 2013; Gillespie, 2010). Some scholars highlight how datafication processes are 

historically embedded, for example as they follow colonial patterns (e.g. Lauriault & Taylor, 2019). 

Some of these conceptualisations underscore technological transformations underlying datafication 

processes, such as the ability to gather and process digital data fast, others, in turn, focus on how 

social relations are reshaped through datafication processes, for example as certain actors acquire 

more power than others. Yet other scholars offer critique to these currently dominant 

understandings of datafication (also see Bates, 2022 for extensive discussion of various lines of 

critique). For example, some notice that such understandings neglect everyday mundane situations 

and relations in which datafication processes are being re-enacted continuously by laypeople (e.g. 

Kennedy & Hill, 2018) or how these laypeople are conceived of as being ignorant, gullible, and 

lacking any agency in academic discourses (Livingstone, 2019, p. 171). Some researchers elaborate 

on the questions “[c]ui bono?” and “[w]ho owns the means of knowledge production?” formulated 

by Star (Star, 1995, p. 3 both). For example, Whittaker (2021) addresses the influence of big tech 

industry on the research and academic development of machine learning algorithms and academic 

discourses about opportunities and challenges these bring about. Such critique, however, builds 

only one part of critical discourses in data studies. More dominant critique is directed at ‘identifying 

the stakes’, the risks, and problems of datafication processes, as I21 points out during the expert 

interview quoted above. 
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These dominant kinds of critique shed light on individual cases and their implications, for 

example specific algorithms (drawing on a longer history of such critique, e.g. Introna & 

Nissenbaum, 2000) as well as their implications for certain groups of people such as People of 

Colour (e.g. Benjamin, 2019; Noble, 2018), specific companies and their products such as social 

media platforms (e.g. Bucher, 2018), or specific methodological techniques and the ways these are 

presented and imagined by different actors (e.g. Heuer et al., 2021). This is not to say this kind of 

critique is not important anymore: on the contrary, the abundance of discriminatory, eugenic, and 

harmful technologies that continue to hit the markets all over the world require further attention 

and interrogation. As the examples listed above illustrate, such critique is also attentive to the 

arguments of feminist technoscience scholars like Haraway (1988) and Suchman (2002) who argue 

that objectivity of knowledge production can only be achieved locally, by situating research in the 

context of its production. It means, being reflexive about the “agential cuts” (Barad, 2003, 2007) 

made in research processes and what these cuts include, exclude, and other. It also means being 

reflexive about the ontological politics of these in-/exclusions and otherings. This is exactly what 

this kind of critique does, pointing out to the inclusions, exclusions, otherings, (in)visibilities, or 

discriminations enacted in datafication processes. The stakes, risks, and problems identified there, 

however, not only persevere but also are often known to the actors enabling datafication processes 

such as technology providers and instrumentalised by them, for example by shaping “a positive 

narrative in response to growing regulatory and public pressure, alongside the industry’s clear 

willingness to silence and punish critics” as Whittaker (2021, n.p.) discusses in regard to AI 

research. 

The challenge this critique leaves the field of data studies with, therefore, is how to reflect 

on the academic knowledge production often intertwined with and relying on the very same 

techniques, infrastructures, and regimes. Beyond this reliance on the resources of actors criticised in 

data studies, academic critique can be increasingly read as holding to account actors discussed in 

these individual critical studies or at least raising public awareness about their, sometimes highly 

problematic, practices and products. Further, as I18 mentioned in their interview, critical, left-

leaning academics often find ‘what they are looking for’ as they find the perils of datafication 

processes where the political left find the perils of capitalism. It is also by no means to say that such 

kinds of critique or taking political positions in datafication research in social sciences are 

unimportant. Rather, it raises the question of how to acknowledge and reflect these positions and 

political, social stances in academic knowledge production for data studies. In different domains 

and fields of social sciences, different answers have been developed. Some suggest new concepts 

that reflect moral values, for example of justice (see Dencik et al., 2019; Heeks & Renken, 2018; L. 

Taylor, 2017 on ‘data justice’); others conduct participatory and activist research that engages with 

stakeholders at the empirical sites of practice (e.g. D’Ignazio & Klein, 2020; Kennedy et al., 2015), 

yet others propose alternative methodological approaches to social research altogether, for example 

by introducing a feminist notion and ethics of ‘care’ into discourses about datafication (e.g. Baker & 

Karasti, 2018; Fotopoulou, 2020; Lupton, 2020; Mattern, 2018; Zakharova & Jarke, 2022) and 

academic inquiry (e.g. Law, 2021; Law & Lin, 2020). My thesis is also largely built on the arguments 

developed by feminist technoscience scholars like Donna Haraway, Karen Barad, and Annemarie 

Mol, thus, I extend on this notion of care in my discussion of practices of critique and reflection in 

data studies. 

As discussed in chapter 2, Latour (2004) proposed the notion of matters of concern for 

addressing critique as practice of situated knowledge production. These concerns reflect the society, 

social practices (p.245), they are “a multifarious inquiry […] to detect how many participants are 

gathered in a thing to make it exist and to maintain its existence” (Latour, 2004, p. 246 original 

emphasis). A matter-of-concern academic critique, for Latour, is about offering “the participants 

arenas in which to gather” (ibid.). While this seminal critique of academic critique is not aimed 

solely at debunking ideas but also at ‘assembling’ these, the concept of matters of concern has 
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become an object of critique itself. Especially feminist scholars advancing feminist concepts of care 

have noticed that a matter of concern lacks affective and ethical, normative connotations that are 

important in producing situated, local knowledge about technologies (e.g. Puig de la Bellacasa, 

2011). So, Puig de la Bellacasa (2011) describes the differences between concern and care as a 

difference between thoughtfulness about a certain topic and a practice dedicated to change: 

“Understood as affective states, concern and care are thus related. Care, however, has 

stronger affective and ethical connotations. We can think on the difference between 

affirming: ‘I am concerned’ and ‘I care’. The first denotes worry and thoughtfulness about an 

issue as well as the fact of belonging to those ‘affected’ by it; the second adds a strong sense 

of attachment and commitment to something. Moreover, the quality of care is more easily 

turned into a verb: to care. One can make oneself concerned, but ‘to care’ more strongly 

directs us to a notion of material doing. Understanding caring as something we do extends a 

vision of care as an ethically and politically charged practice, one that has been at the 

forefront of feminist concern with devalued labours.” (p.89-90). 

Such notion of care, therefore, speaks to the theoretical approaches I chose as a foundation for my 

thesis, as it helps acknowledge research and academic knowledge production as a practice directed 

at producing social change, rather than matter-of-factually recounting the stakes and challenges of 

datafication processes. The notion of care (also as discussed in chapter 3) reflects the challenges 

data studies currently face both in terms of e.g. research ethics, mentioned in chapter 6, and 

academic critique produced in data studies. 

Following this, the question, then, is not only how to make one own’s position as a 

researcher visible and understandable for other scholars, but also how to acknowledge and reflect 

upon these multiplicities and stances taken by academics to understand datafication in certain ways? 

In my answer to this question, I join I18 who argues for more reflection on the performativity of 

methods in data studies. 

“I do think that in this, like emerging field that sometimes calls itself data studies, there isn’t 

much reflection on how methods shape findings. And I don’t know if you are aware of the 

social life of methods literature, John Law and people like that. It’s very interesting how that 

hasn’t made its way into data studies” (I18, Pos. 11). 

Rather than viewing methods performativity—‘how methods shape findings’—as a challenge to 

empirical research processes, I take it as a foundation and a starting point for constructing the 

methods assemblages and the heuristic for analysing these. Methods assemblages gather different 

elements of academic research processes, situating these in the empirical site of practice and relating 

research to the empirical practices in which datafication processes are enacted. An example for an 

analysis taking a similar position towards methods performativity provides Thompson (2020), 

arguing for ‘speaking with things’ as a methodological pathway for  

“engag[ing] with more performative methods in order to ‘speak with things’ to examine both 

how data is ‘part of the making and shaping of bodies’ and how ‘the body [is] a site of data 

politics’ (Ruppert et al., 2017: 6)” (p. 3). 

Thompson suggests three such methodological pathways:  

• “attuning to and becoming with data” as a description of “the social and material relations 

between human bodies and data fragments lends itself to analysis that considers how 

particular data come to matter – or not – and to whom” (p.4); 

• “making data physical” in order to allow the “juxtaposition of data fragments and 

annotations create an opportunity to engage reflexively and critically with how women might 

speak with and through particular representations of their data-bodies to wider publics” 

(p.5); 

• “changing data narratives”: “[t]he growing elisions and augmentations of data and human 

bodies invite researchers to consider data activism as research methodology. How might 



DATA STUDIES: 
WHAT IS AT STAKE?     173 

 

 

people speak with, through and as data-bodies to change narratives and propose alternative 

data imaginaries that shape and become part of digital heritage practices and artifacts?” (p.5). 

These three methodological pathways proposed by Thompson (2020) foreground different kinds of 

relations in which datafication processes are enacted and how explicitly addressing these relations 

makes a turn from identifying high stakes of datafication to more generative/productive 

engagement with the role of data and datafication processes in lives of different actors (in 

Thompson’s analysis—women). Taking methods performativity as a starting point for data studies, 

similarly, can allow scholars to engage productively with enactments of datafication processes and 

go beyond the questions of bias in research techniques, instruments, and samples. With the 

methods assemblages and the heuristic constructed throughout my thesis, I aim to provide 

researchers in data studies with an analytical tool for reflection and situating not only of datafication 

processes in the empirical sites of practice, but also for situating research and critique in the site of 

knowledge production. 

Extending on this argument of generative, productive role of methods’ performativity in 

empirical research, we can revisit the above formulated challenge which the current lines of critique 

in data studies leave this field with. I have shown in my analysis so far, albeit I eschew using the 

term ‘critical data studies’ in my thesis, critique is one of the core modes of knowledge production in 

data studies. The challenge lies in reflecting on the relationship between academic knowledge 

production about datafication and the very same/similar empirical datafication processes. Taking 

this as an analytical starting point and drawing on the argument about productive role of methods’ 

performativity, my answer to this challenge is in reflecting on methods assemblages and practices of 

holding these together. In chapter 5, I elaborated on how empirical datafication research produces 

re-situated conceptualisations of datafication; in chapter 6, I analysed which methods assemblages 

enact these re-situated conceptualisations. Reflecting on these re-situated conceptualisations of 

datafication with methods assemblages, therefore, can help tracing practices of academic knowledge 

production (and in case of data studies—predominantly critique) back to the multiple elements of 

these assemblages. These elements include, 1) the researchers and their positionings in the academic 

field(s) and at the relevant empirical sites of practice, 2) the researched (persons and things) in their 

historical development, 3) particular research processes, practices, and procedures guided by the 

relevant research politics, and 4) the empirical site of practice in which research is distributed. In 

the core of such reflection are the positionings of various elements of the methods assemblages and 

their relations to each other. As D’Ignazio and Klein (2020) notice in their discussion of a project 

Our Bodies Ourselves (https://www.odbproject.org), in sharing knowledge between scholars and 

communities affected by datafication processes, this kind of collective knowledge production and 

“co-liberation require[…] not only transparency of methods but also reflexivity: the ability to 

reflect on and take responsibility for one’s own position within the multiple, intersecting 

dimensions […]” (p.64, original emphasis). 

My goal here is to show how reflecting with the heuristic and methods assemblages I developed 

helps to reflect on different kinds of positionings of research objects and of research interests in 

their interrelation. 

My analysis embraces the impossibility of a unified understanding of datafication or 

universal datafication processes. Rather, it allows acknowledging explicitly how the studied 

datafication processes are situated empirically. The methods assemblages and the heuristic for their 

analysis I constructed based on my synthesis of literature and interviews present my take on 

methodological reflection in data studies. The methods assemblages placed within the heuristic 

matrix visualise core categories alongside which empirical datafication scholars make analytical 

‘agential cuts’ that determine distinctions between the research and the studied practice locally both 

within the empirical site of practice and within the site of knowledge production. Continuing the 

metaphor of ‘cuts’ proposed by Barad (e.g. 2003), in chapter 3 I also drew on Knorr-Cetina’s (2002) 

notion of a ‘dissecting room’, in which—in her example microbiologists—were detaching their 

https://www.odbproject.org/
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objects of study from real bodies of laboratory mice and cutting them into pieces to make these 

objects of study analysable. After such an analysis, the dissected parts cannot be put back together 

into a Frankenstein mouse but find their place and become situated anew in the social reality of the 

laboratory and beyond. In chapter 3, I suggested that data studies operate in somewhat similar 

manner, conducting its own dissecting of datafication processes. In contrast to the working 

practices in a microbiology laboratory, the elements and aspects of datafication processes turned 

into objects of study do not cease to exist at the original empirical site of practice but become re-

assembled as a part of the datafication scholar’s methods assemblage. It is this analytical process of 

dissecting/detaching and re-situating that the methods assemblages and the heuristic for their 

analysis, developed in my thesis, reflect. 

In line with the relational view on datafication processes shared in data studies, my findings 

show that datafication can be understood as a multiplicity of processes, at the same time enabled, 

enacted, and experienced through the relations between individuals, collectives, data and their 

representations, infrastructures, and algorithms, or policies and the translations these different 

actors undertake as they render themselves and each other into digital data and back. Furthermore, 

as my analysis suggests, datafication research is interdisciplinary and, according to several 

interviewed experts, also requires interdisciplinarity in order to investigate datafication processes 

from different perspectives (e.g. I6, I19, I29, I25, I29). These different perspectives on datafication 

processes co-exist with one another. My findings presented in chapters 5 and 6 indicate that the 

‘cuts’ datafication scholars draw within these relations and translations are situated in each studied 

empirical site of practice, rather than driven by conceptual definitions of datafication. Thus, 

empirical research on datafication produces new, re-situated conceptualisations of datafication 

processes under study. Such a perspective on datafication processes acknowledges their ‘ontological 

multiplicity’ (Law, 2004; Mol, 2002), but also highlights the multiplicity of theoretical and 

disciplinary concepts required to explore datafication processes. Both for Mol (2002) and Law 

(2004), empirical research acknowledging ontological multiplicity should focus on the relations in 

which each of the multiple realities is situated. 

As I have argued throughout the thesis, data studies face various methodological 

challenges, some already widely accepted and discussed in social sciences, for example within the 

‘double social lives of methods’ debate (Law et al., 2011; Law & Ruppert, 2013; Ruppert et al., 

2013). These topics primarily concern the implications of methods’ performativity, objectivity of 

academic research, aims of academic critique, and methodological reflection. Other challenges 

emerge alongside technological transformations that allow researchers to rely upon information 

systems and infrastructures built by actors outside of academia for non-academic purposes, such as 

website APIs, social media data, and instruments for their analysis. These challenges are specific to 

the object of study of datafication research and often concern computational, digital techniques of 

data collection and analysis. Datafication processes are complex, as they are continuously enacted 

and re-enacted by different stakeholders. Datafication processes are relational and recursive, as they 

transform social realities rather than solely represent them. Studying datafication processes 

empirically, then, means dealing with these complexities, multiplicities, and recursivities. Grounding 

my analysis in the theoretical approaches to methods performativity and academic discourses of the 

double social lives of methods, I argue here that academic knowledge production about datafication 

should not be seen separate from the methodological approaches, but rather in concert with these. 

This is why, methodological reflection on how datafication processes are studied empirically is an 

important part of academic knowledge production. 

The methods assemblages I constructed allow such a reflection as they are organised 

around the answers datafication scholars give to the question of what we are talking about when 

talking about datafication and how can we study datafication processes. The methods assemblages 

give answers to this question, highlighting either 1) encounters with data representations, 2) 

dynamics of data infrastructures, or 3) datafied regimes as means through which datafication 
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processes are continuously enacted and re-enacted. This listing, while not exhaustive, suggests 

reflecting on what ‘datafication’ stands for in a situated way in each empirical research project, what 

means help enact datafication processes (particular kinds of technologies, policies, or something 

else), what is addressed as data in this particular research and how different kinds of these ‘data’ 

encountered by researchers relate to each other locally. These questions arise from taking methods’ 

performativity as an analytical staring point. Bridging the concept of methods’ performativity with 

the feminist concept and ethics of care, as I propose here, reframes reflection on performativity of 

methods in data studies to a specific practice of more care-ful research and an ethico-political 

obligation (see Puig de la Bellacasa, 2017 for defining care as such an obligation). My goal here is to 

address this more practically, by developing a heuristic that provides categories for reflection. These 

categories are sensitive to the multiple relations and positionings enacted in empirical datafication 

research. 

With the methods assemblages and the heuristic matrix for their analysis constructed in my 

thesis, I illustrate different kinds of sensitivities required to empirically explore and conceptualise 

datafication processes in situated ways. By introducing the feminist concept of care, I react to the 

arguments made by datafication scholars who participated in my interview study. I showed that 

multiple interviewed researchers perceive the growing field of data studies as being ‘stuck’ (I21) in 

matter-of-factual critique of high stakes and risks of datafication processes, while more generative 

approaches to critique are yet to build. The heuristic I constructed illustrates how data studies 

themselves already work with some concepts and instruments that could lead to building such 

critically generative approaches. To these, I add established sets of sensitivities developed by 

feminist scholars in negotiations of ‘care’ as an analytical concept to extend on the rich and long-

standing body of work that engages with invisibilities, exclusions, and otherness—processes central 

to datafication, but not new to social research. I believe, the notion of care and feminist, care-ful, 

care-related methodological vocabulary fits well with the tasks of future, critical research on 

datafied societies—maintaining relations between data and societies, establishing and continuing 

generative, productive practices of digital participation and heterogeneity of data representing 

various communities, repairing the damage invasive, extractivist datafication processes have already 

caused to individuals, communities, and the society at large. 

Overall, my analysis calls for developing new vocabularies that are not connoted with long-

standing binaries between society, technology, culture, and nature, research and empirical practice, 

methods and knowledge. The three methods assemblages I constructed are, instead, allocated along 

the continuums reflecting the degree of collectivity of actors addressed in empirical datafication 

research and the positionings of these actors in the processes of datafication between data ‘use’ and 

data ‘production’ poles. Each of the methods assemblages, then, allows scholars to seek particular 

kinds of knowledges about these datafication processes. By explicitly addressing different kinds of 

knowledges and the categories such as extent of collectivity of addressed actors alongside which 

analytical ‘cuts’ are made, the heuristic constructed here also allows reflecting on how knowledge 

about datafication processes is produced and ‘who owns the means of production’ (Star, 1995). 

Figure 7-1 draws on the findings presented in chapters 5 and 6 and illustrates what kinds of 

knowledges are sought in empirical datafication research according to my sample and how these 

knowledges match with the constructed methods assemblages. So, scholars exploring encounters 

with data representations are interested in understanding lived experiences and perceptions of 

people—mostly individual laypersons—of data representations in their everyday and professional 

lives. Scholars tracing dynamics of data infrastructures are interested in understanding socio-

political, economic, and cultural implications of datafication processes enacted through the 

movement of data across these infrastructures. Finally, scholars reconstructing datafied regimes aim 

to understand how data representations are negotiated by the actors in positions to enable 

datafication processes. Even though I identify these three kinds of knowledges based on the three 

methods assemblages presented in this chapter, they do not exclusively match with each other and, 
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as my analysis illustrates, many datafication scholars seek answers to multiple questions in their 

empirical research projects. Furthermore, the way methods assemblages are constructed around 

certain means of enacting datafication processes allows much flexibility in defining what a scholar 

aims to understand about datafication. For example, an encounter with data representations can be 

addressed analytically as an affect, a perception, a practice, and more. Similarly, by attending to data 

movement across data infrastructures, not only who and what moves data can be addressed, but 

also temporalities and topologies of the movement required to understand what implications this 

movement bears for involved stakeholders (e.g. I5, I24). As my synthesis illustrates, datafied 

regimes can be negotiated not only by political actors, but also by technology providers and 

multiple intermediaries between the decision-makers negotiating data representations and the actors 

subject to these regimes. 

 
Figure 7-1 Methods assemblages and the knowledges sought with the help of these 

Figure 7-1, however, is in itself a visual representation, a research artifact, the role of which 

in qualitative research deserves its own analysis, albeit it is out of scope of my research presented 

here. To briefly summarise, visualisations like the one discussed here have been discussed in 

relation to theory and theorising (Weick, 1995), to mapping, analysing, conceptualising, and 

communicating empirical research (e.g. Langley & Ravasi, 2019). Rather than being free from 

various assumptions, visualisations in qualitative research illustrate the analytical ‘cuts’, made by 

their authors. Moreover, the arrows and boxes used in visualisations follow their own conceptual 

and aesthetic conventions and are themselves performative (Langley & Ravasi, 2019). Figure 7-1, 

thus, illustrates the analytical ‘cuts’ I made during my conceptual and methodological inquiry into 

datafication research and provides a modelled, simplified picture of the methods assemblages I 

identified in the analysed sample of academic publications and interviews with their authors. For 

example, the choice of circles as a form for representing the methods assemblages, marks one of 

such analytical ‘cuts’. Similarly, the equal scale of the circles labels another ‘cut’, as for my argument 

here a quantification of cases in which each of the three methods assemblage were enacted is less 

relevant than (and hardly possible due to) the overlapping between the methods assemblages in 

many of the analysed empirical studies on datafication processes. 

Presenting this heuristic with the help of two continuums has advantages. For example, as 

mentioned in the concluding section of the previous chapter, it allows to position actors addressed 

empirically not as either data ‘users’ or data ‘producers’, but as being affected by datafication 

processes and having agency to re-enact them, even in mundane settings, at the same time. As 
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discussed in chapter 6, methods assemblages overlap and complement each other, while there 

might be other methods assemblages, not covered by my sample. The methods assemblages, 

although being distinctive in regard to their central elements such as means through which 

datafication processes are being enacted, extent of collectivity of addressed actors, and their 

positioning in the datafication processes, relate to each other rather than they are self-excluding. 

Each of the three identified methods assemblages can be understood as an empirical investigation 

at a certain point in the enactment of datafication processes and all three can be directed at studying 

a similar empirical site of practice. The aim of the remaining section of this chapter is to ‘apply’ the 

heuristic for analysing methods assemblages developed here and illustrate how using this heuristic 

as a reflexive tool opens pathways for different kinds of critique. I formulate these pathways as 

questions, although my goal here is not to answer them, as they would require empirically situated 

answers. Rather, I outline some of these pathways in the following, as I discuss various kinds of 

relations that the developed heuristic and methods assemblages shed light upon. 

First of these relations are depicted in my heuristic as two continuums between various 

kinds of actors—individual and collective ones—and their positionings as ‘users’ or ‘producers’ in 

enacting datafication processes. Questions about relations between collectives and individuals they 

comprise of are methodologically relevant, as they force reflection on the applied research 

techniques. Not only do different research techniques represent collectivity differently (compare, 

for example, a network graph of log data to an interview with one or several representatives of a 

collective). My analysis presented in chapter 6 indicates a disproportion between studies directed at 

individual actors (for example laypersons encountering data representations while reading a 

newspaper) and studies directed at an exploration of datafied ‘logics’ and regimes negotiated by 

such collective actors as technology providers or governments and public administrations. 

According to my analysis, both the former and the latter studies can resort to conducting interviews 

with individual people. While this is an established and by no means unproductive form of 

exploring collective actors, readers of such research require understanding about how these 

interviewed individuals are situated within the collective. Individuals within such collective actors, 

while bringing their own perspectives, motivations, goals, and values, can be bound to lesser or 

greater extent by shared collective goals, e.g. depending on the level of institutionalisation of such a 

collective actors (e.g. local community VS international corporation). Moreover, reflecting on 

collectivity of different actors involved in enacting methods assemblages of empirical datafication 

research also can mean reflecting on the positionings of researchers in various collectives and on 

research as collective practice. Activist, action, and participatory approaches to academic research provide 

some examples of how multiple positions, interests, and politics are fused in and enact empirical 

studies. 

These questions, while still relatively novel to data studies23 have been extensively 

discussed, for example, within participatory research approaches (e.g. Bennett & Rosner, 2019; 

Costanza-Chock, 2020; Vines et al., 2013). This body of literature elaborates on research ethics in 

participatory research in a way that can be helpful for data studies, too: for instance, in reflecting on 

and planning empirical research designs, especially if the aim of such designs is ‘empowerment’ of 

study participants. For example, Robertson and Wagner (2013) propose to question whether study 

participants “actually have decision power” (p. 82) and what kinds of it; whether study designs 

“encourage participants’ abilities to learn” (ibid.) or “guide designers and researchers to analyse and 

develop their interests and attitude towards participants” (ibid.). Further the authors urge to reflect 

on how to 

“deal with a justified loss or change of design [and research] focus, for example when 

participants identify problems that require non-information technology solutions while the 

 
23 Even though ethical questions raised here have been discussed in (feminist) data studies (see Cifor et al., 
2019; Gardner & Kember, 2021; Kennedy et al., 2015; Posner & Klein, 2017). 
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process was initiated to design [or study] information technology?” (Robertson & Wagner, 

2013, p. 82). 

These questions for reflection are not only relevant for data studies in exploring, for example, how 

individual actors from marginalised groups encounter data representations or are subjected to 

certain datafied regimes. Expanding on participatory research also allows to incorporate in data 

studies positions articulated by several interviewed datafication experts (as mentioned in chapter 6). 

These experts (e.g. I30) argue that a more differentiated analysis rather than utterly critical one is 

required to understand the roles of more powerful stakeholders—technology providers or political 

actors—in enacting datafication processes. The questions mentioned in this paragraph primarily 

address the relations between researchers and researched actors as active participants and 

collaborators in the collective practice of academic knowledge production. An overview of 

literature about datafication in chapter 2 of my thesis also illustrates a manifold of critical 

contributions reflecting on the relations between researchers and their digital, computational 

research instruments (e.g. Rieder & Röhle, 2017; van Es et al., 2021). These issues complicate 

academic knowledge production, but, if reflected upon, may provide a springboard for developing 

more generative and careful critique in data studies. A pathway for such critique emerging from 

reflecting on various relations in which data scholars are entangled is directed at data studies and 

researchers doing this work themselves. 

Another kind of relations that requires attention in data studies is the relation between 

what can be described on the continuum between ‘data use’ and ‘data production’, also referring to 

the possibilities of stakeholders in acting upon data and datafication processes. As several scholars 

have pointed our recently, neglecting these relations leads to producing images of users as ignorant 

and lacking agency in the datafied worlds (e.g. Livingstone, 2019; Pruulmann-Vengerfeldt & Hörste, 

2020). This regards not only individual ‘users’ as referenced critiques argue, but also different kinds 

of collective actors also engaging in enacting and re-enacting datafication processes, such as data 

activists, social movements, and local communities. For example, drawing on similar arguments 

recently made by Beaulieu and Leonelli (2021) and Braun and Kropp (2021), in relation to 

datafication processes (and more specifically to the processes of, often commercial, data collection) 

these users can be rather seen as data producers, while other actors engaged in processing and re-

sale of these are these data’s users. Beaulieu and Leonelli (2021) also identify data scientists and data 

managers, who, together with the data users and producers, in the outlined definition, constitute 

what the authors refer to as data workers (p. 11). Reflecting on the positioning of various actors on 

a continuum between data use and production opens a pathway for further discussions about who 

owns means of data production. Directing this reflection on the practices of data studies 

themselves also relates the issue of data use/production to the ethical questions of who owns the 

means of knowledge production and what role different actors play in that (take, for example, ethical 

consideration in research that relies on gig workers such as discussed by e.g. [34]). Further, such 

collective actors as, for example, technology providers, are broadly understood as being in position 

to enable datafication processes and with the change of their practices, new kinds of resistance or 

more production datafication processes could be enacted. My literature analysis presented in 

chapter 5, however, indicates that a number of datafication scholars have contested such view, 

noticing that both activists aiming at enacting datafication processes differently and commercial 

companies do not always have much agency to resist and, ultimately, continue the practices of data 

and value extraction they initially set out to oppose [5, 20, 49]. It is particularly important in light of 

dominant concepts about digital data and datafication processes, that conceive actionability upon 

data as one of the central ways to exercise agency in a datafied society. For example Couldry and 

Hepp (2017) refer to Amoore’s (2011, p. 29) argument about data being rendered actionable in 

order to be put to use. While for some actors this might be true, such actionability of data might 

place additional pressure on other actors participating in datafication research. As an example 

reported by I12 illustrates, some of their study participants were not interested (at least immediately 
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during the research) in reflecting or changing their everyday and professional practices based on the 

visualisations of their app and media use. Rather, these study participants were interested in learning 

about themselves through the data, e.g. to support their current practices. It puts studies that aim to 

give back data or enable and empower study participants in their practices of enacting datafication 

processes in a more complicated position. Particularly regarding the last example, this pathway for 

critique in data studies is also a kind of a self-critique, aiming at reassessing how the research goals 

and knowledges sought by data scholars are one of the backbones for enacting the methods 

assemblages and how these assemblages are gathered with respect to these interests and goals. 

In this chapter, I discussed the findings of my research in relation to the concept of 

methods’ performativity as a central theoretical foundation of my study. Taking methods’ 

performativity as a point of departure for the further analysis and bridging it with the feminist 

concept and ethics of care, I discussed the role of critique in data studies and sketched pathways for 

(self-)critique sensitive to this methodological performativity. The methods assemblages and the 

heuristic for their analysis developed in my thesis serve as a reflection tool for creating these 

pathways. Applying this heuristic, various questions for further research and reflection within the 

emerging field of data studies arise: how are affiliation and membership constructed and negotiated 

both through datafication processes and through academic knowledge production about 

datafication? How are these affiliations different to the attributions inscribed in technologies, data 

representations, and datafied regimes? (An example of empirical research that poses some of these 

questions can be found in my sample in an article by Taylor and Richter [47] reporting analysis of 

water supply systems in relation to the definition of citizenship in India.) Other question might 

touch upon the definitions and self-attribution of actors to their positionings on the continuum 

between data use and production; the issue of positioning non-human actors (such as technology) 

on this continuum also follows from the gaps left in the heuristic I developed. These and a myriad 

of possible other questions can be posed to reflect and situate datafication practices further in order 

to produce re-situated, empirically informed conceptualisations of datafication. 

In regard to the feminist argument of care that I put forward here, the pathways of (self-

)critique discussed in this chapter primarily reflect care as an ethical obligation, raising multiple 

questions of research ethics. This fits well with the overall goal of my thesis to conduct a 

methodological and conceptual inquiry into the emerging field of data studies and to understand 

better how methods assemblages help data scholars in producing re-situated conceptualisations of 

datafication. In this perspective on the field of data studies, care-fulness can be found in practices 

of reflection, which I advance with the methods assemblages and the heuristic for their analysis 

developed here. At the same time, as I have shown throughout my thesis, care can also be 

understood as a local practice of maintenance, continuation, repair, and tinkering. While this 

chapter was dedicated to discussing my findings—on the field of data studies—such practical 

understanding of care could not be implemented: after all, the reflection tool developed here does 

not serve as a practical guide but rather as an instrument for advancing sensitivities towards the 

complexity of datafication as an empirical process and an object of study. In the following chapter 

concluding my thesis, I take a peek into how this understanding of care as a practice in data studies 

can be realised and argue that besides reflection and advancing sensitivities for critical analysis, an 

overall care-ful methodological approach to data studies can pave a way forward for more 

generative engagements with datafication. As Law (2021) notices, such care-ful research exists 

already. In the concluding chapter of my thesis, I elaborate how adopting care-fulness in data 

studies opens different, more generative, albeit critical future directions for the development of the 

field. 
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8 A plea for 

care-ful data studies 
In the introduction to my thesis, I quoted a feminist technoscience scholar Donna Haraway (2016) 

on the role of reflection in academic work and knowledge production, that she articulates so 

beautifully: “It matters what matters we use to think other matters with; it matters what stories we 

tell to tell other stories with” (p.12). My thesis is an attempt to understand and reflect upon what 

stories data studies tell to tell stories about empirical datafication processes. I explored the growing 

research field of data studies mapping out literature, visualising central research domains, topics, 

and methods, and analysing interviews with scholars who have conducted empirical studies on 

datafication in the past years. According to my synthesis, conceptual definitions of datafication 

applied by the authors of sampled literatures are reworked and re-situated according to specific 

research findings. These re-situated conceptualisations shed light on the kinds of means through 

which datafication processes are enacted at empirical sites of practice studied by datafication 

researchers. Around the means through which datafication processes are enacted empirically, I 

constructed methods assemblages of datafication research which encompass: 1) exploring 

encounters with data representations, 2) tracing dynamics of data infrastructures and data 

movements, and 3) reconstructing datafied regimes. The methods assemblages reflect not only what 

we are talking about when talking about datafication, but also different kinds of research interests 

assembled in research practices. So, each of the assemblages responds to one or several of the three 

kinds of knowledges sought by datafication researchers with their empirical investigations. These 

knowledges encompass an analytical interest in 1) lived experiences and perceptions of datafication 

processes by various actors, 2) social, political, historical, economic, and cultural implications of 

datafication processes on different stakeholders, and 3) negotiations and related tensions in defining 

data representations. Together, methods assemblages can be positioned within the heuristic for 

their description and analysis; they overlap and complement each other rather than they are self-

excluding. This heuristic can be visualised as a matrix consisting of two continuums: 1) continuum 

describing the degree of collectivity of actors addressed by empirical datafication research and 2) 

continuum of positionings of these actors in the datafication processes between the poles of data 

‘use’ and ‘production’. I argue that together with the methods assemblages, this heuristic can be 

seen as a reflection tool for empirical data studies. This tool provides categories for reflecting 

critically on how research re-situates conceptualisations of datafication empirically and why, what 

role different elements of the methods assemblages have in it, and how are these elements involved 

in co-production of academic knowledge about datafication. 

Even though I argued for using the term ‘data studies’ instead of ‘critical data studies’ in 

the beginning of my thesis, the notion and practice of critique remains central for the research 

endeavour of data studies scholars. Drawing on the discussion of critique in the previous chapter, I 

argue here that data studies require more care-ful, generative critique. So how does the concept of 

care in data studies relate to the methods assemblages and the heuristic matrix for their analysis 

developed in my thesis? I believe, both allow asking similar kinds of reflexive questions about the 

nature and means of academic knowledge production, about the relations between various actors at 

the sites of practice of knowledge production and empirical datafication research. The heuristic I 

constructed illustrates that data studies themselves already work with some concepts and 

instruments that could lead to building such critically generative approaches. The need for a care-ful 

critical approach in data studies becomes particularly visible in times of crisis such as the Covid-19 
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pandemic, when data analyses and (data-driven) decision-making is happening fast and the 

consequences of both can be substantial for vast parts of the societies (for examples of data studies 

with focus on the pandemic see e.g. Brunsdon, 2020; Micheli et al., 2022). 

In the remainder of this concluding chapter, I propose my view on care-ful, generative 

critique in data studies drawing connections between the results of my analysis and most recent 

conceptual and empirical research on digital data and datafication, also sketching pathways for 

future explorations. First, following arguments put forwards by feminist technoscience scholars 

such as Haraway and Suchman, I understand as care-ful and generative research that explicitly acknowledges 

situated positionings of researchers, their objects of inquiry, and other elements of methods assemblages in multiple 

social realities. The sensitivities explicated through the notion of care can address different kinds of 

relations enacted in datafication research, such as relations between researchers and researched 

actors, researchers and their research instruments, between different kinds of actors involved in, 

encountering, working with, and negotiating data and their representations. The sensitivity of the 

notion of care to the affective, painful, troubling, and othered aspects of datafication processes has 

been discussed increasingly in social sciences. For example, Lupton (2020) argues that ‘thinking 

with care’  

“generate[s] awareness of and attentiveness to the affective as well as social, cultural, and 

political dimensions of these assemblages. This approach can address questions that go 

beyond a preoccupation with institutional agency and the repressive nature of datafication 

and dataveillance, avoiding a techno-deterministic, top-down perspective that sets people 

and data/technologies as separate from and in opposition to each other.” (p.3169). 

Some scholars argue that such awareness can be best generated by ‘slowing down’ research 

practices (e.g. Mountz et al., 2015; Ulmer, 2017). While the debates about work practices in 

academia are not in the focus of my thesis and only emerge on margins of my discussion of the 

methods assemblages (albeit being their part), I believe that such slowing down also allows a more 

care-ful engagement with empirical datafication processes. For example, multiple interviewed 

scholars reported about challenges they faced in access to objects of inquiry, for instance in their 

studies of data-driven policy or various kinds of public and commercial technology providers. Some 

of the interviewees pointed out the need of waiting for developments on the site of empirical 

practice (e.g. pauses in research projects related to changes in political agendas). Reflecting on such 

challenges in terms of care helps viewing these as slowing down of research practices, viewing 

research processes as filled with interruptions and breakdowns. I believe, a critical generative 

approach could help to embrace these interruptions as springboards for further research: embracing 

these interruptions could mean engaging with the power relations, agency, literacy, materiality of 

datafication processes, their cost and financial, economic resources they require that become visible 

when research practices halt. So, Ulmer (2017), in a call for slow ontologies, suggests that such 

slowing down allows following “more sustainable rhythms of inquiry” (p. 206). While in Ulmer’s 

contribution these sustainable rhythms refer primarily to natural cycles, I draw on this idea in 

relation to the temporal developments of empirical datafication processes. I believe, this is a useful 

notion for research that follows datafication processes in their rhythms and scale and is ready to 

accept the related ‘interruptions’ and what generally can be considered ‘inefficient’ or ‘ineffective’ or 

‘not working’ in datafication processes alongside with the ‘effective’/‘efficient’ elements and points 

in time in the development of these processes (see Bridges, 2021 as an example). Further, this care-

ful notion of slowing down empirical research on datafication also bridges data studies with 

literature concerned with issues of temporality (e.g. Baygi et al., 2021; Coleman, 2018; Coletta & 

Kitchin, 2017; Decuypere & Broeck, 2020; Leavitt, 2019). 

Second, generative and care-ful critique in data studies is sensitive towards the manifold of relations 

(including affective ones) various human and non-human actors build in enacting datafication processes as well as in 

enacting methods assemblages for studying these. I showed in my analysis how some datafication scholars 

already pursue some aspects of the care-ful research agenda, for example attending to the 

affectivities in relations with digital data. Another line of recently published literature focuses on so-

called ‘data professionals’—people whose work and labour are organised around generating, 
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cleaning, and maintaining digital data—across various research domains within and beyond social 

sciences such as medicine (e.g. Nordfalk, 2022; Pinel et al., 2020; Pinel & Svendsen, 2021), 

education (e.g. Lu et al., 2021; Whitman, 2020), in organisation research (e.g. Hockenhull & Cohn, 

2021; Willems & Hafermalz, 2021), and further application domains of data science (e.g. Dencik & 

Stevens, 2021; Kaun et al., 2020; Kaun & Stiernstedt, 2020; Perrotta et al., 2022; Posada, 2022). 

Besides the focus on work relations, these studies also shed light on institutional and organisational 

perspectives on (doing) data. Other scholars, often also building on feminist literature, specifically 

explore how relations between human actors and digital data come to be and what these relations 

mean in the social realities of the affected human actors (e.g. Klumbytė, 2022; Lomborg, Langstrup, 

et al., 2020; Pinel et al., 2020). Another example of a care-ful engagement with the relations 

between actors enacting datafication processes provide Beetham and colleagues (2022) in their 

recent publication. The authors discuss a researchers’ community under a hashtag #FemEdTech as 

a form of activism and collaboration/networking for articulating different voices. In that sense, 

such care-ful view on academic research also can be understood as an agenda for opposing some 

aspects of academic work. As I illustrated in the previous chapter, reflecting on empirical 

datafication scholarship with the heuristic and the methods assemblages I developed brings forth 

various kinds of relations enacted in these empirical methods assemblages. These relations are, 

then, incorporated in the re-situated conceptualisations of datafication processes. 

Third, care-ful and generative critique in data studies is not only critical, but also positive beyond the 

discussion of ‘best practices’ in the sense that it also shows positive, advantageous aspects of datafication prosses (e.g. 

I3, I25). The many examples of datafication research in every chapter of my thesis showcase the 

pervasiveness of digital data in our social lives. With that, digital data and related datafication 

processes, for many actors in various situations in their personal and professional lives, are 

inevitable, and often essential. A care-ful academic critique of these datafication processes, thus, 

also acknowledges datafication processes as a starting point rather than an outcome of analysis, 

directing attention to the ways in which datafication processes can and cannot be lived through and 

coped with by the affected actors. Through the notion of care, both virtues and precarities of living 

with datafication can be addressed, drawing on how Hobart and Kneese (2020) discuss “radical care 

as a set of vital but underappreciated strategies for enduring precarious worlds” (p.2) that can be 

mobilised by different actors. So, Zegura and colleagues (2018) bring notion of care in relation to 

data science, discussing how care as “a process for making decisions and taking action that 

recognizes that facts and choices are value-laden and strives to keep those values present” (p. 8) is 

helpful in research collaborations with communities. As some of the interviewed experts 

underscore, it is however important to recognise that sometimes, reported best practices are only 

exceptional workarounds that only provide an illusion of a possibility of systemic changes (I3, I25). 

In relation to these possible systemic changes, the fourth aspect of care-ful critique is 

central. So, generative, care-ful critique takes into consideration normative and ethical aspects of data studies—not 

only addressing research ethics, but also the normative power of a research field in identifying its object and sets of 

methodologies for studying it. On a more practical level, this ethico-political and normative aspects of 

care-ful critique bring forward socially desirable aspects related to datafication and the question of 

who decides how on what are ‘desirable’ datafied futures. For example, Fotopoulou (2020) 

elaborates on the notion of care in relation to data literacies and how this notion allows to develop 

normative principles for advancing data literacies and skills. Further, topics only briefly discussed in 

my thesis such as AI ethics and ethical design of ML-based systems build another line of research 

that is encompassed by this fourth view on care-ful critique in data studies. This research is 

currently widely debated in the domains of computer science, data science, and human-computer 

interaction (e.g. Birhane, 2021; Donia & Shaw, 2021; Gray & Witt, 2021). Others, such as Diaz-

Bone at al. (2020) argue for emphasising normative aspects of datafication processes, for example 

how negotiations about data representations can be understood as justifications or benchmarking. 

This kind of critique is also about creating care-ful relations between datafication scholars and 

practitioners involved in enacting datafication processes as part of their professional practice. For 
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example, it concerns methodological literacies of practitioners who do work like data studies, for 

example in public institutions, NGOs, educational organisations, and in media production that is 

subsequently distributed among public decision-makers, actors in civic society, and broader publics. 

Such public reports and media coverage have a sustainable influence on civic and public 

understanding of datafication processes. As multiple scholars lamented after the latest series of 

whistle-blowing reports (see Sharp et al., 2021 for an example), these reports often ‘uncover’ what 

is already widely known and accepted in the scholarly communities. Similarly, besides written, 

textual reports of findings about datafication processes, recently an increasing body of work on the 

role of data visualisations has been published. These studies attend to visualisations both as a 

methodological, research-practical issue, and in relation to the politics of visual representations (e.g. 

Bowe et al., 2020; Fileborn & Trott, 2021; Zhao & Ye, 2022). If these reports and visualisations do 

not show enough methodological sensitivity to the many aspects of datafication processes discussed 

throughout my thesis, even though ‘meant well’ they could provide ever more findings inattentive 

to some exclusions/otherings and primarily attentive to others24. Collins and Pinch (2012 [1998]) 

argue, understanding science is important for “citizens who want to take part in the democratic 

processes of a technological society” (p. xv). Even more so is it important for people living in a 

datafied society, where data are pervasive, to understand how research on these data works and 

how knowledge about datafication processes is constructed. My thesis does not provide a full map 

of data studies and primarily develops a reflection tool for empirical scholars. By showcasing 

multiple intertwined elements of datafication scholars’ methods assemblages, however, my thesis 

underscores the importance of reflecting on our research field methodologically, both for 

researchers and for those affected by this research. A more care-ful engagement with the matters of 

datafication research—also care-ful towards its readers within and outside of academia, e.g. by 

explicating authors’ positionings in the field and research interests—might be one of the steps 

forward. 

The sketched pathways together with the current scholarship already incorporating some of 

the enlisted research perspectives and practices constitute my plea for more care-ful research in data 

studies. As a reflection tool, the methods assemblages and the heuristic for their analysis developed 

here provide categories sensitive and sensitising to the variety of relations enacted in empirical data 

studies. These categories encompass means by which datafication processes are enacted, extent of 

collectivity and positioning of the affected actors within empirical datafication processes and, 

finally, kinds of knowledges sought by researchers who tie together each particular methods 

assemblage. These categories refer to the core elements of the methods assemblages that I 

identified in chapter 3: the researchers and their positionings in the field and the empirical site of 

practice; the researched; research processes and procedures; the empirical site of practice in which 

datafication processes are enacted. These categories, then, can be seen as an additional, alternative 

vocabulary for reflecting about research practices and their performativity towards academic 

knowledge production. As I discussed in multiple chapters of my thesis, individual methods as 

techniques and procedures of research data collection and analysis remain one of the building 

blocks of the methods assemblages but are moved from a central position to the periphery. This 

allows turning away from methodological discussions about methods (qualitative, quantitative, 

digital, computational, etc.) to the questions about what ‘datafication’ stands for empirically, what 

human and non-human actors are involved in enacting these empirical datafication processes, and 

how these heterogenous actors can be assembled in an empirical study and situated in their 

relations to each other. 

 
24 For an example of such dominant attention in media coverage to a certain group of people taking harm 
from their social media use see following letter to the Editor in the Wall Street Journal (26.09.2021) by Ysabel 
Gerrard, reflecting on media coverage of Instagram algorithms’ harms to ‘teenage girls’: 
https://www.wsj.com/articles/facebook-instagram-mental-health-teen-girls-zuckerberg-11632426638  

https://www.wsj.com/articles/facebook-instagram-mental-health-teen-girls-zuckerberg-11632426638
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With that, I also join literature calling for use of multiple methods for studying datafication 

processes (see also Nikunen, 2021). In regard to the methods and techniques applied, my findings 

align with results of the literature synthesis presented by Flensburg and Lomborg (2021): in my 

sample, most contributions reported about qualitative research projects, while techniques such as 

interviewing and other ethnographically inspired methods such as observations were applied often. 

Multiple contributions reported findings of projects applying a mix of different qualitative 

techniques of data collection. Only a small number of sampled articles applied different kinds of 

digital methods such as a walkthrough or digital ethnography. Similarly, only a few authors applied 

computational techniques of data collection and analysis. While these findings align with other, 

systematic reviews of literature about datafication (see e.g. Flensburg & Lomborg, 2021; Özkula et 

al., 2022), they might also reflect the limited sample used in my analysis. For example, including 

empirical research from other research disciplines than social sciences could put these findings in 

question. So, scholars working in various research domains such as health, data studies, human-

computer interaction develop new research methods and apply different kinds of techniques for 

their analysis, often combining computational procedures with qualitative and creative one in 

numerous new ways working on health, geography, doing cultural studies, applying computational 

methodologies for their research (e.g. Barry Born, 2021; Bleeker et al., 2020; Lupton & Watson, 

2020; Tkacz et al., 2021; van Koningsbruggen et al., 2022). Yet others reflect on currently applied 

methodologies and techniques (e.g. Birhane & Guest, 2021; Leonelli et al., 2021; Nikunen, 2021). 

Following the construction of my literature sample, these research techniques find not much 

reflection in the methods assemblages. Finally, my findings demonstrate that in the analysed 

literature sample, rather little space was dedicated to the technological and hardware aspects of 

datafication processes. If they would, a further kind of a methods assemblage would be added to 

my findings, one that is probably organised around predominantly technological, hardware means 

of enacting datafication processes (such as physical objects and sensory devices), while these non-

human actors would require positioning within the respective organisational/institutional actors 

designing, developing, and maintaining these. The question of positioning such non-human, 

technological actors on the continuum between data production and use could be interesting to 

discuss and the answer would be tied to the angle of the research interest, sought by enacting such a 

methods assemblage. 

Recently, more conceptual work on data and datafication has been published attending 

both to empirical, theoretical, and methodological aspects of data studies, broadly defined, and 

adjucent fields (see e.g. Beaulieu & Leonelli, 2021; K. Braun & Kropp, 2021; Elliott, 2022; Hepp et 

al., 2022; Kitchin, 2021a, 2021b; Lindgren, 2020; Ruppert & Scheel, 2021; Schuilenburg & Peeters, 

2021). My thesis speaks to and contributes to this literature and to the emerging, interdisciplinary 

field of data studies. Methods assemblages constructed in my thesis present a way to move beyond 

the established methodological binary ‘cuts’ between qualitative-quantitative, computational-

‘traditional’, single method-mixed methods and acknowledge situated positions researchers hold in 

datafied societies and in academia. With the developed heuristic, I approach the goal I set for my 

thesis in exploring conceptually and methodologically how knowledge about datafication is co-

produced with the methods assemblages. I also discussed what kinds of sensitivities can be 

forwarded through such a methodological reflection in data studies. The categories such as degree 

of collectivity of actors involved in datafication processes, their positionings in these processes, the 

means through which these processes are enacted, and kinds of knowledges according to which 

methods assemblages gather various elements and practices to a cohesive research endeavour, 

provide such sensitivity. Addressing data studies as an interdisciplinary body of work, my thesis also 

contributes to the manifold of other research domains in which empirical research on datafication 

is conducted, notably that of media and cultural studies and communication research building one 

of the backbones of data studies alongside with data science. Being able to learn from a number of 

leading datafication scholars in different academic disciplines and fields both through a literature 
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study and through expert interviews, I also explored possible developments and trends for the 

emerging field of data studies. Here, these trends are discussed through the lens of care-ful critique. 

With my conceptual and empirical analysis of methods assemblages applied for studying 

datafication processes empirically, I make several contributions to the field of data studies and 

adjacent lines of research. First, I map out methods assemblages enacted in empirical research on 

datafication. These methods assemblages and a heuristic for their analysis together can be 

understood as a reflection tool. They provide a set of categories for reflecting on empirical data 

studies that further sensitivities to ontological and epistemological multiplicities of datafication 

processes and its research. These methods assemblages turn our attention away from 

methodological debates in studies of datafication and draw it to the empirical phenomena in which 

datafication research is situated. Second, I argued that by enacting these methods assemblages, new, 

re-situated conceptualisations of datafication processes are being produced. Reflecting on these re-

situated conceptualisations with the methods assemblages and the heuristic I developed allows 

backtracking how academic knowledge production in data studies is organised. Thus, in addition to 

the contributions it makes to data studies, my thesis also speaks to the literature in philosophy and 

sociology of science. Third, the mapping of these re-situated conceptualisations of datafication 

processes in itself furthers our understanding of what the term ‘datafication’ stands for empirically. 

Fourth, with my methodological and conceptual inquiry into empirical research on datafication I also 

attend to one of the core questions of data studies: the relation between digital data, society, and 

knowledge. Specifically, by developing methods assemblages I explored how in data studies, various 

societal processes and practices are tied together with datafication processes in an endeavour to 

advance academic knowledge. Fifth, I discuss the role of critique in data studies, mapping existing 

critical discourses and sketching pathways for new ones, forwarded with the help of a reflection 

tool I developed in my thesis. Finally, I join the line of literature bridging data studies with feminist 

traditions of thought, particularly with feminist ethics of care by proposing the notion of care-ful, 

generative critique in data studies. It extends not only to researchers of datafied societies working in 

academia, but also to the practitioners in other societal domains, concerned with and interested in 

the ongoing datafication processes in our social reality. Care-ful and generative critique in data 

studies can be understood as one of the ways forward to go beyond identifying the stakes of 

datafication and rather in engaging locally with the manifold of relations continuously assembled 

and re-assembled in the processes which I addressed here with the term ‘datafication’. 

Future research could also expand the work I advanced with my thesis by extending the 

sample to such research fields as algorithms studies, data science, digital humanities, information 

science, and studies of digital archives. Drawing on such broad sample, future research could 

engage in developing further methods assemblages that encompass the technological foundation of 

datafication processes more directly. Moreover, deeper and more extensive engagement with the 

notion and practice of critique in data studies is required, if we are to take further steps to closing 

the ‘impasse’ between academic knowledge in data studies and capitalism mentioned by one of the 

interviewed experts (I21) in the beginning of chapter 7. With the advancement of our 

understandings of datafication processes, the pathways for conducting more generative and care-ful 

data studies would also need refinement. The pathways I sketched here speak to a broad range of 

empirical studies, addressed in my simple and beyond: for conducting care-ful data studies 

practically, more detailed pathways need to be traced that address not the field in general, but any 

particular local methods assemblage. I believe, in taking performativity of methods in data studies 

as an analytical point of departure, I could further our understanding and practices of engaging with 

complexity of our datafied societies in a productive way.  
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