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designed to treat continuum Fröhlich polarons, but for-
mally justified results can only be obtained in the strong 
electron–phonon coupling regime, where the polaron 
radius is small, a situation hardly realizable in realistic 
materials1,13. Also, for a bound polaron solution, the  
electron–phonon coupling α must be positive. This implies 
ε0 > ε∞. The Landau–Pekar model is, thus, only applicable 
to polar crystals, but polarons also exist in nonpolar crys-
tals. In this respect, the term ‘polaron’ is a misnomer and 
does not reflect the exact nature of this quasiparticle.

In 2019, Giustino and colleagues recasted the Landau–
Pekar equations in a DFT formalism using a Bethe–Salpeter 
formalism13,70 and showed that the resulting (variational) 

first-principles theory of polarons overcomes the limita-
tions of the original Landau–Pekar model. It allows for 
a material-specific description of both small and large 
polarons within a unified formalism, taking into account 
the coupling with both acoustic and optical phonons13,  
and treating both short-range and long-range electron–
phonon interactions (an example of the calculated small 
and large polaron wavefunction is given in BOX 1).

Historically, the models describing polarons are 
usually divided into two classes, based on the original 
theories of Fröhlich7,85,86 (continuum large polarons) and 
Holstein9,10 (lattice small polarons), which are succinctly 
reviewed in the next section.

Table 1 | Compendium of theoretical and computational models for studying polarons

Year Theoretical and computational models Polaron properties

1933 (REF.6) Dielectric theory: charge moving in a dielectric crystal Auto-localization due to lattice deformation

1946–1948 (REFS4,306–308) Self-consistent theory of a large polaron Enhancement of effective mass

Landau–Pekar model Localization of the wavefunction

1950s7,8,85,86 Quantum-mechanical variational theory of large 
polarons

Effective mass, energy, mobility

Fröhlich large polaron Hamiltonian (continuum 
approximation)

Intermediate electron–phonon interaction

1955–2017 (REFS11,12,93,161,162) All-coupling continuum polaron theory Energy, effective mass, mobility (large polaron)

Feynman variational path-integral formalism

1956 (REF.95), 1980s94,96 Monte Carlo calculations Large polaron ground-state energy

1958 (REFS309,310), 1959 
(REFS9,10)

Holstein small polaron theory Small polaron conduction mechanism

Holstein small polaron Hamiltonian (lattice 
approximation)

Effective mass, energy

1963–2000s87–89,311 Exact solution of the two-site Holstein polaron Dynamical characteristics

1969 (REF.148), 2000 (REFS149,150) Emin–Holstein–Austin–Mott theory Small polaron hopping

1980 (REF.146), 1985 (REFS119,147) Marcus theory Polaron hopping

1994 (REF.101) Exact diagonalization Small polaron frequencies

1997 (REF.312) Hartree–Fock Small polaron density of states

1998–2000 (REFS58,59) Diagrammatic Monte Carlo Energy, effective mass, phonon distribution, spectral 
density

1999 (REF.157) Random walk Monte Carlo Dispersive transport and recombination

2001 (REF.104), 2010 (REF.56) Analytical variational approach (variational LDB 
many-polaron wavefunction)103

Many-polaron (large) optical conductivity

2001 (REF.60) Path-integral Monte Carlo Large polaron energy (2D and 3D)

1995 (REF.65), 1997 (REF.66), 
2003 (REF.67)

Dynamical mean-field theory Small polaron energy, mass, spectral and transport 
properties

2010 (REF.154), 2018 (REF.155) First-principles molecular dynamics of small polarons Polaron configurations

2002 (REF.61), 2006 (REF.166) Hybrid functionals Small polaron spin density

2006 (REF.92) Analytical approximation for the Green’s function Energy, mass, dispersion, spectral weight

2006 (REFS117,118), 2009 (REF.313) DFT+U Small polaron migration, DOS, bipolaron

2007–2010 (REFS68,69) Multiscale modelling and kinetic Monte Carlo Charge transport

2014 (REF.151) Random phase approximation Small energy and hopping

2009 (REF.62), 2011 (REF.132) Generalized Koopmans’ density functional Small polarons states

2015 (REF.64) Density-functional perturbation theory Fröhlich electron–phonon vertex

2016 (REF.102) Renormalization group (large polaron) Energy, effective mass

2019 (REFS13,70) Ab initio theory of polarons Formation and excitation energies wavefunction (small and 
large polarons)

DFT, density functional theory; DOS, density of states; LDB, Lemmens, Brosens and Devreese; U, on-site Hubbard energy.
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Compendium of theoretical 
works in the study of polarons

from C. Franchini et al.,Nat. Rev. Mater. 6, 560 (2021)

Electron-phonon coupling in 
condensed matter: a very active (and 
rapidly evolving) field of research



The electron-phonon coupling

Bare potential: 

Total potential felt by electrons 
(screened potential): 

displacement



The electron-phonon coupling (EPC) Hamiltonian: DFT as a starting point

The Kohn-Sham equation

… is a function of the coordinates:

Change of potential due to a phonon:

Tailor expansion for small displacements:

First-order EPI Hamiltonian: Second-order EPI Hamiltonian:



The electron-phonon coupling (EPC) Hamiltonian: second quantization

nuclear position operator  
(acts on the Hilbert space of the nuclei)

change of electronic potential  
(acts on the Hilbert space of the electrons)

Second quantization 
(phonon): 

expansion in a phonon basis ladder operators

In the quantum 
harmonic oscillator:  

 ̂x = ( ℏ
2mω )

1/2

( ̂a + ̂a†)

Second quantization  
(electorns): 

Electron-phonon 
coupling Hamiltonian: 

• EPC matrix element.     

• Phonon creation/annihilation operators 

• Electron creation/annihilation operators 

gν
mn(k, q) = ⟨ψmk+q |Δveff |ψnk⟩

̂a†
qν, ̂aqν

̂c†
nk, ̂cnk

Derivation: 
F. Giustino,  Rev. Mod. Phys. 89, 015003 (2017)
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tures are observed. The lines represent the best fits to
standard critical-point line shapes, derived from Eq. (1):

—n(n —1)Ae'~(co E+—iI )", n&0,
Ae'~(co E+i1—), n =0 .

(2a)
(2b)

For the fit we use a least-square procedure where both
real and imaginary parts of d /eden are fitted simultane-
ously.
If the angle P in the phase factor e'~ in Eqs. (1) and (2)

takes values which are integer multiples of n/2, the line
shape corresponds to transitions between uncorrelated
one-electron bands while noninteger multiples represent
the inclusion of excitonic effects by allowing a mixture of
two CP's. ' In Eq. (1), taking A &0 and n =—,

' for a
3D CP, /=0, ir/2, m, and 3n/2 corres.pond to M„M2,
M3, and M0 CP's, respectively. By taking 3 &0 and
n =0 for a 2D CP, /=0, ir/2, and ~ correspond to a
minimum, saddle point, and maximum, respectively. For
a discrete excitonic line shape (n =—1) a phase angle of
/&0 corresponds to a Fano-profile, i.e., the line shape
which results from the interaction of the discrete excita-
tion with a continuous background, as discussed below.
We have fitted the E0 and Eo+kp structures with exci-

tonic line shapes [n =—1 in Eq. (2)]. Because of the poor
accuracy of the values of e2 for small e2 in rotating
analyzer ellipsometers without compensator, ' we have
analyzed these structures only in the real part of the
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FIG. 4. Imaginary part of the dielectric function of GaAs for
several temperatures.
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dielectric function. In the case of the Ei and E&+b, i
CP's both e& and e2 were fitted. The best fits were ob-
tained with an excitonic line shape from the lowest tem-
peratures up to room temperature, whereas at higher tem-
peratures a 2D line shape [n =0 in Eq. (2)] yielded the
best representation of the experimental data. At every
temperature E& and EI+6], were fitted simultaneously
with the same phase angle P for both CP's and a fixed
spin-orbit splitting of A~ ——224 meV, which was obtained
from the spectra at low temperatures. The two structures
in the near-uv region, Eo and E2, were also fitted simul-
taneously with two 2D line shapes, which gave the best
fits over the whole temperature range. For the fit of the
three weak structures in between [labeled Eo+b,o and
E2(X) in Fig. 5] a 2D line shape was used as well.
In Fig. 6 we show the CP energies obtained from our

line-shape analysis for the main transitions observed in
GaAs as a function of temperature. In spite of the change
of the line shape of the Ei and Ei +b, i transitions from
excitonic to 2D at RT, the data for the CP energy match
smoothly in both regions. The energies of the Ei +b, i,
CP's are not shown, they run parallel to E~, displaced by
224 meV. At low temperatures the gaps depend quadrati-
cally on temperature and linearly at higher temperatures.
This behavior can be described by two equations:
Varshni's empirical relation

E(T)=E(0)—T+13 (3a)
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FIG. 5. Fits to the second derivatives of the real (solid line)
and imaginary (dashed line) parts of the dielectric function of
GaAs as a function of energy at 22 K. When reading from the
vertical scale, the value has to be divided by the factor, given in
the box under each structure. Note the change in the energy
scale for the Eo transition.
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FIG. 6. Temperature dependence of the interband critical-
point energies of GaAs. The solid lines represent the best fits
with Eq. (3a); the dashed lines correspond to the fit with Eq.
(3b). Typical error bars for the experimental points are given in
Table III, the fit parameters in Table I.

Polaronic satellites in  
angle-resolved photoemission 
spectroscopy (ARPES)

E lucidating the nature of charge carriers in doped transition
metal oxides (TMOs) is key to understanding the mechan-
ism of electrical conduction in these multifunctional

materials. In conducting oxides the infrared-active vibrations
can couple strongly to electrons, leading to the formation of
polarons1. Polarons are electrons dressed by a phonon cloud2,
and represent a paradigmatic example of emergent state in
condensed matter. Depending on their mass and size, polarons
exhibit widely different conduction mechanisms, from band-like
transport to thermally activated hopping transport3,4. Despite
being central to the science and technology of oxides, little is
known about the properties of polaronic states.

The interest in electron–phonon coupling and polaronic
quasiparticles in TMOs has been reinvigorated by recent angle-
resolved photoelectron spectroscopy (ARPES) experiments5–9.
The signature of polaronic behaviour in ARPES spectra is the
appearance of satellites below the conduction band, at integer
multiples of the optical phonon energy. This is reported in
Fig. 1a,b for the paradigmatic case of doped anatase TiO2 (ref. 5).
These pioneering measurements showed that by increasing
the carrier concentration, polaronic satellites gradually evolve
into the photoemission kinks observed in metals and
superconductors10 (see Fig. 1c). It was proposed that this
crossover reflects the evolution of charge carriers from polarons
to a Fermi liquid5,8. In order to clarify the origin of this transition
without making any a priori assumption about the underlying
mechanism, first principles calculations are urgently called for.
However, the investigation of polaronic features in ARPES
spectra from first principles and their evolution with doping is
exceptionally challenging and has never been reported before.

In the following we focus on the prototypical example of
anatase TiO2. On top of its well-known applications in solar
energy harvesting11,12 and superhydrophilic technology13,14, this
material is also being investigated in the quest for transparent
conducting oxides based on non-toxic and Earth-abundant
elements15,16. Despite its pivotal role in a broad range of
technologies, the nature of the charge carriers in anatase is still
controversial17. Here we address these issues by calculating
ARPES spectra and polaron wavefunctions entirely from
first principles. We develop a theoretical and computational
framework that allows us to investigate polarons and Fermi liquid
quasiparticles on the same footing, and without resorting to any
empirical parameters. Using this approach, we show how the
interplay between the dynamical screening of the electron plasma
and the Fröhlich electron–phonon coupling is responsible for the
transition between polaronic and Fermi liquid states. We propose
that the mechanism identified in this work may be universal, and
also applies to other oxides such as SrTiO3 and ZnO.

Results
Angle-resolved photoemission spectra. Our calculated ARPES
spectra are shown in Fig. 1d–f, for the same doping levels as in the
measurements of ref. 5, reproduced in Fig. 1a–c. These maps
show the bottom of the conduction band of n-doped anatase
TiO2, for three doping levels in the range 1018–1020 cm! 3. All
the spectra exhibit a bright parabolic band, whose size increases
with doping. This reflects the rise of the Fermi energy inside the
conduction band as the electron density increases. Besides this
bright feature, panels a–b (experiments) and d–e (calculations)
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Figure 1 | Ab initio ARPES spectra of n-doped anatase TiO2. (a–c) ARPES spectra of anatase TiO2 measured by Moser et al.5. The measurements were
taken at 20 K on samples with 5" 1018 cm! 3 (a), 3" 1019 cm! 3 (b) and 3.5" 1020 cm! 3 (c). The zero of the energy is set to the Fermi level. The electron
momentum kx is along the GS line of the anatase Brillouin zone (see j). Reproduced with permission from ref. 5. Copyright 2013 by the American Physical
Society. (d–f) Calculated spectral function of anatase TiO2, for the same electron momenta and nominal doping levels as in a–c. Gaussian masks of widths
25 meV and 0.015 Å! 1 were applied to account for the experimental resolution5. (g–i) Band structures extracted from the calculated spectral functions in
d–f. The bare bands are in red, the bands including electron–phonon interactions are in blue. The calculated mass enhancement parameter l is 0.73 (g),
0.70 (h) and 0.20 (i). (j) Brillouin zone and high-symmetry lines of anatase TiO2. (k) Calculated ARPES spectrum for a doping concentration of
3" 1019 cm! 3, showing the anisotropy of the electron dispersions along GX (basal plane of the tetragonal lattice, see Supplementary Fig. 1) and
GZ (c-axis).
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The cryostat consists of a stainless-steel chamber with
high-quality stress-free fused quartz windows evacuated
with a turbo-molecular pump. After baking out the sys-
tem at —160'C the vacuum was better than 2)& 10 Torr
(at RT) which is necessary to avoid condensations at low
temperatures. ' Two different cold-finger-type sample
holders were used, one for cooling with liquid He, where
the sample was glued with silver paint ("Leitsilber").
The other sample holder can be cooled by liquid Nz and
has a heating system built into the cold finger so as to
raise the temperature from 85 K up to 800 K. Here the
sample was held against the sample holder by two copper
strips at the top and the bottom and a commercial ce-
ment at the backside to get good thermal contact with
the holder. The sample temperature was determined with
three appropriately calibrated iron-constantan thermocou-
ples placed above, below, and onto the sample, the latter
with the aid of one of the copper strips. The temperature
stability was typically +3 K up to 80 K and +1 K at
higher temperatures. During the low-temperature mea-
surements the vacuum was better than 10 Torr, slightly
worsening at higher temperatures.
The measurements were performed with an automatic

spectral ellipsometer of rotating analyzer type with the
same optical setup as described in Ref. 56. The energy
spacing of the experimental points was 10 meV in the
photon-energy region from 1.7 to 5.6 eV. In the region of
the edge exciton we used a 0.5-meV mesh at low tempera-
tures (spectral slit width -0.6 meV) and a 2-meV mesh
from 150 K to higher temperatures. All the spectra were
taken at an angle of incidence of 67.5'. The calibration
procedure for the system was carried out at each tem-
perature to correct for possible changes of the sample po-
sition due to the thermal expansion of the sample holder.

III. RESULTS

Ellipsometry measures the complex ratio p of the re-
flection coefficients rp and rs (p=rp/rs= tangle' ). If
there is no overlayer present, the dielectric function
e(co )=e, (co )+E2(co ) is calculated with the two-phase
model: ambient (air or vacuum) crystal. In our case, due
to the transfer of the sample to the cryostat and the pro-
cess of outgassing, an oxide layer was still present as indi-
cated by the decrease of the value of e2 at E2, calculated
in the two-phase model, from e2 (4.8 eV) =22.7 after the
etching to e2 (4.8 eV) =18.1 after baking out the cryostat.
Within a three-phase model (air-oxide of GaAs—bulk
GaAs), and with data for the dielectric function of the ox-
ide taken from the literature, ' we calculated the film
thickness to be 11 A by forcing the value of e2 (4.8 eV) of
the sample to become again 22.7. The calculations within
the three-phase model were performed numerically by
solving the equations for the complex reflectance ratio us-
ing the two-dimensional Newton's method.
Aspnes and Studna' obtained a value of e2 (4.8

eV)=25.2. From our data, we obtain this value for the
GaAs substrate by assuming a 16.4-A-thick oxide over-
layer. For comparison, we show in Fig. 2 our data ob-
tained at room temperature with the sample mounted in
the cryostat and after a correction for an oxide layer
of 16.4 A within the three-phase model, together with the

20—

10—

0

-10—

FIG. 2. Solid line, real (e&) and imaginary (e2) part of the
dielectric function of GaAs measured at room temperature with
the sample inside our cryostat. Dashed line, data obtained after
wet-chemical processing (Ref. 1).

20—
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Eo

GaAs—22 K
--- 253K
--"- 504K

753K

-10—
E(e

FIG. 3. Real part of the dielectric function of GaAs for
several temperatures.

data of Ref. 1 obtained directly after wet-chemical pro-
cessing techniques.
In Figs. 3 and 4 we show the real and imaginary parts

of the dielectric function of the GaAs substrate for several
temperatures after correction for a 16.4-A oxide layer.
We assumed that the dielectric function of the layer is in-
dependent of temperature. The main structures are due to
the E&, E&+6&, Ep, and E2 transitions which are clearly
observed from 22 K up to 750 K. Other weak transitions,
such as Ep, Ep+Ap and some others in the 4.2—5.5 eV
photon-energy region, are observed only at lower tempera-
tures and are partly difficult to distinguish in these fig-
ures.
In order to enhance the structure present in the spectra

and to obtain the CP parameters, we calculate numerically
the second-derivative spectra, d eldco, of the complex
dielectric function from our e data. Tabulated coeffi-
cients for fitting a polynomial of degree five to the experi-
mental data and performing directly the second derivative
have been taken from the literature. By taking into ac-
count an appropriate number of points the derivative
spectra can be smoothed out without substantially distort-
ing the line shape.
Figure 5 shows the experimental second-derivative

spectrum of e& at 22 K in the spectral regions where struc-

Dielectric function of GaAs 
(from ellipsometry measurements)
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Temperature-depedent of optical measurements of semiconductors

Im ϵ(ω) ∼ JDOS(ω) = N−1
k ∑

nmk

δ(ω − (εnk − εmk))

peaks in transitions from occupied to empty statesIm ϵ →

Lautenschlager et al., Phys. Rev. B 35, 9173 (1987)
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tures are observed. The lines represent the best fits to
standard critical-point line shapes, derived from Eq. (1):

—n(n —1)Ae'~(co E+—iI )", n&0,
Ae'~(co E+i1—), n =0 .

(2a)
(2b)

For the fit we use a least-square procedure where both
real and imaginary parts of d /eden are fitted simultane-
ously.
If the angle P in the phase factor e'~ in Eqs. (1) and (2)

takes values which are integer multiples of n/2, the line
shape corresponds to transitions between uncorrelated
one-electron bands while noninteger multiples represent
the inclusion of excitonic effects by allowing a mixture of
two CP's. ' In Eq. (1), taking A &0 and n =—,

' for a
3D CP, /=0, ir/2, m, and 3n/2 corres.pond to M„M2,
M3, and M0 CP's, respectively. By taking 3 &0 and
n =0 for a 2D CP, /=0, ir/2, and ~ correspond to a
minimum, saddle point, and maximum, respectively. For
a discrete excitonic line shape (n =—1) a phase angle of
/&0 corresponds to a Fano-profile, i.e., the line shape
which results from the interaction of the discrete excita-
tion with a continuous background, as discussed below.
We have fitted the E0 and Eo+kp structures with exci-

tonic line shapes [n =—1 in Eq. (2)]. Because of the poor
accuracy of the values of e2 for small e2 in rotating
analyzer ellipsometers without compensator, ' we have
analyzed these structures only in the real part of the
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FIG. 4. Imaginary part of the dielectric function of GaAs for
several temperatures.
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dielectric function. In the case of the Ei and E&+b, i
CP's both e& and e2 were fitted. The best fits were ob-
tained with an excitonic line shape from the lowest tem-
peratures up to room temperature, whereas at higher tem-
peratures a 2D line shape [n =0 in Eq. (2)] yielded the
best representation of the experimental data. At every
temperature E& and EI+6], were fitted simultaneously
with the same phase angle P for both CP's and a fixed
spin-orbit splitting of A~ ——224 meV, which was obtained
from the spectra at low temperatures. The two structures
in the near-uv region, Eo and E2, were also fitted simul-
taneously with two 2D line shapes, which gave the best
fits over the whole temperature range. For the fit of the
three weak structures in between [labeled Eo+b,o and
E2(X) in Fig. 5] a 2D line shape was used as well.
In Fig. 6 we show the CP energies obtained from our

line-shape analysis for the main transitions observed in
GaAs as a function of temperature. In spite of the change
of the line shape of the Ei and Ei +b, i transitions from
excitonic to 2D at RT, the data for the CP energy match
smoothly in both regions. The energies of the Ei +b, i,
CP's are not shown, they run parallel to E~, displaced by
224 meV. At low temperatures the gaps depend quadrati-
cally on temperature and linearly at higher temperatures.
This behavior can be described by two equations:
Varshni's empirical relation

E(T)=E(0)—T+13 (3a)
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FIG. 5. Fits to the second derivatives of the real (solid line)
and imaginary (dashed line) parts of the dielectric function of
GaAs as a function of energy at 22 K. When reading from the
vertical scale, the value has to be divided by the factor, given in
the box under each structure. Note the change in the energy
scale for the Eo transition.
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FIG. 6. Temperature dependence of the interband critical-
point energies of GaAs. The solid lines represent the best fits
with Eq. (3a); the dashed lines correspond to the fit with Eq.
(3b). Typical error bars for the experimental points are given in
Table III, the fit parameters in Table I.

Temperature dependence of the dielectric function

Temperature dependence of the band structure
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GaAs
2220—

---. 50
75

10—

E&

tures are observed. The lines represent the best fits to
standard critical-point line shapes, derived from Eq. (1):

—n(n —1)Ae'~(co E+—iI )", n&0,
Ae'~(co E+i1—), n =0 .

(2a)
(2b)

For the fit we use a least-square procedure where both
real and imaginary parts of d /eden are fitted simultane-
ously.
If the angle P in the phase factor e'~ in Eqs. (1) and (2)

takes values which are integer multiples of n/2, the line
shape corresponds to transitions between uncorrelated
one-electron bands while noninteger multiples represent
the inclusion of excitonic effects by allowing a mixture of
two CP's. ' In Eq. (1), taking A &0 and n =—,

' for a
3D CP, /=0, ir/2, m, and 3n/2 corres.pond to M„M2,
M3, and M0 CP's, respectively. By taking 3 &0 and
n =0 for a 2D CP, /=0, ir/2, and ~ correspond to a
minimum, saddle point, and maximum, respectively. For
a discrete excitonic line shape (n =—1) a phase angle of
/&0 corresponds to a Fano-profile, i.e., the line shape
which results from the interaction of the discrete excita-
tion with a continuous background, as discussed below.
We have fitted the E0 and Eo+kp structures with exci-

tonic line shapes [n =—1 in Eq. (2)]. Because of the poor
accuracy of the values of e2 for small e2 in rotating
analyzer ellipsometers without compensator, ' we have
analyzed these structures only in the real part of the

E (e'Vl

FIG. 4. Imaginary part of the dielectric function of GaAs for
several temperatures.

5.1

5.0 5.0

4.8
4.5
~ 44
LU

3.0

dielectric function. In the case of the Ei and E&+b, i
CP's both e& and e2 were fitted. The best fits were ob-
tained with an excitonic line shape from the lowest tem-
peratures up to room temperature, whereas at higher tem-
peratures a 2D line shape [n =0 in Eq. (2)] yielded the
best representation of the experimental data. At every
temperature E& and EI+6], were fitted simultaneously
with the same phase angle P for both CP's and a fixed
spin-orbit splitting of A~ ——224 meV, which was obtained
from the spectra at low temperatures. The two structures
in the near-uv region, Eo and E2, were also fitted simul-
taneously with two 2D line shapes, which gave the best
fits over the whole temperature range. For the fit of the
three weak structures in between [labeled Eo+b,o and
E2(X) in Fig. 5] a 2D line shape was used as well.
In Fig. 6 we show the CP energies obtained from our

line-shape analysis for the main transitions observed in
GaAs as a function of temperature. In spite of the change
of the line shape of the Ei and Ei +b, i transitions from
excitonic to 2D at RT, the data for the CP energy match
smoothly in both regions. The energies of the Ei +b, i,
CP's are not shown, they run parallel to E~, displaced by
224 meV. At low temperatures the gaps depend quadrati-
cally on temperature and linearly at higher temperatures.
This behavior can be described by two equations:
Varshni's empirical relation

E(T)=E(0)—T+13 (3a)
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Eo ho

I ij
I
I

5.4

JI ii n
I I I I 1

GaAs 22K El E2(E)1000—
(X)500— Ep.h,p

I I

CLP I
I \

I
I

C4 V'
3 I

-500— 1(

ld d El I dhl
m -1000— [xo.ooo~

~
x i ix 0.1i x1

I Inl I n I I I I ii ) i l I
I

1.51 1.515 1.52 1.7 1.9 28 30 3.2 3.4 4.4 5.0
E (evj

FIG. 5. Fits to the second derivatives of the real (solid line)
and imaginary (dashed line) parts of the dielectric function of
GaAs as a function of energy at 22 K. When reading from the
vertical scale, the value has to be divided by the factor, given in
the box under each structure. Note the change in the energy
scale for the Eo transition.
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FIG. 6. Temperature dependence of the interband critical-
point energies of GaAs. The solid lines represent the best fits
with Eq. (3a); the dashed lines correspond to the fit with Eq.
(3b). Typical error bars for the experimental points are given in
Table III, the fit parameters in Table I.
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TABLE I. Values of the parameters E(0), u and P obtained by fitting the critical-point energies versus temperature to the equa-
tions E ( T) = E (0) a—T /( T +P), and values of E~, a~, and 8 obtained by fitting with the equation
E(T)=Es—as[1+2/(e" —1)]. The numbers in parentheses indicate error margins.

Ep
Ep+hp
Ei

Ep
E

E(0)
(eV)

1.517(8)
1 ~ 851(5)
3.041(3)

4.509(8)
5.133(21)

(10 eV K ')

5.5(1.3)
3.5(4)
7.2(2)

4.0(7)
6.6(4)

(K)

225(174)
225(fixed)
205(31)

241(177)
43(66)

E
(eV)

1.571(23)
1.907(9)
3.125(9)

4.563(21)
5.161(33)

Qg
(meV)

57(29)
58(7)
91(11)

59(26)
38(33)

240(102)
240(fixed)
274(30)

323(119)
114(95)

Line
shape

Excitonic
Excitonic
Excitonic
( —300 K)
2D (300—760 K)
2D
2D

and an average Bose-Einstein statistical factor for pho-
nons with an average frequence 0,

2E(T)=Eii—aii 1+ 0/T 1
(3b)

The values of the parameters obtained through fits with
Eqs. (3a) and (3b) are given in Table I for the transitions
shown in Fig. 6 with the corresponding uncertainties
representing 95% reliability. The temperature dependence
of the Lorentzian broadening parameters I for E& and
Ei+b, i CP's are shown in Fig. 7(a) for the fit of these
structures with an excitonic line shape up to 550 K and

with a 2D CP over the whole temperature range. Fits to
the broadening versus temperature have been performed
only in the temperature range where the corresponding
line shape yields the best fit to the experimental second-
derivative spectra, i.e., for 22—300 K for the data from
the fit to the excitonic line shape and for 300—760 K for
the 2D one. The discontinuity in I near 300 K is due to
the fact that the absolute values of the broadenings de-
pend on the dimensionality of the CP chosen for the fit.
The temperature dependence of the broadening has been
described by a formula similar to Eq. (3b):

20—

I

GaAs

10—

0=
E
L 100—

x x
+E~(Ex)
x E)+6) (Ex)—
o E) (20)
o E]+6) (20)

200

E
C )00

200
I

400
T(K)

I

600

FIG. 7. Temperature dependence of the broadening parame-
ters of the critical points. (a) Broadenings of the E& and E&+5&
transitions, fitted with an excitonic (Ex) line shape up to 550 K
and a 2D line shape. The solid lines are fits to the data which
represent best the experimental line shape [for 20—300 K: fit to
Eq. (4), for 300—760 K: linear fit]. The inset shows the
broadening of the Ep transition. (b) Broadening of the Ep and
E2 CP's, together with the fit to Eq. (4) and a linear fit, respec-
tively.

When fitting our data in the 20—300 K temperature range
for E& and E&+6& we found that the inclusion of the
third parameter I

&
does not significantly improve the rep-

resentation of the data. A linear equation

I (T)=I L +@T
was used to describe the temperature dependence of the
broadenings obtained from the 2D fit in the 300—760 K
range. The fitted parameters with their corresponding un-
certainties are listed in Table II.
In the inset of Fig. 7(a), the I 's obtained for the E&&

transition are shown up to 300 K, fitted with Eq. (4). In
Fig. 7(b) the broadening parameters for the Eo and Ez
CP's are shown, the solid line being the best fit with Eq.
(4) for the Eo CP and Eq. (5) for the E2 CP. The param-
eters are also listed in Table II.
In Fig. 8 we show the temperature dependence of the

phase angles P for the Ei transition, fitted with an exci-
tonic line shape and a 2D CP, and for the Eo and E2 CP
fitted with a 2D CP, respectively. The phase angles for
the Ei +6,i CP are the same as for Ei. The parameter P
represents the mixture of contiguous CP's for the dif-
ferent transitions or the interaction with a background in
the case of the excitonic line shape. Finally, the ampli-
tudes A of the main structures observed are plotted versus
temperature in Fig. 9.

IV. DISCUSSION

Comparing our data for the dielectric function of GaAs
at room temperature with those from Ref. 1 (see Fig. 2)

Peak broadening 
(lifetime)

Lautenschlager et al., Phys. Rev. B 35, 9173 (1987)
Logothetidis et al., Phys. Rev. B 46, 4483 (1992)
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FIG. 4. The dielectric function of diamond for several tem-
peratures, all taken after heating. The dashed-dotted line
presents results at RT before heating.

FIG. 6. Temperature dependence of the energy position of
the first direct gap of diamonds IIa (triangles) and IIb (circles),
as deduced from the first-derivative line-shape analysis. The
solid lines represent the best fits with Eq. (9).

have similar effects on the dielectric function. It is also
notable that a rise of temperature causes a reduction of
the calculated overlayer thickness.
As already pointed out, in order to improve the experi-

mental results further, we heated the diamond IIa and IIb
samples in situ at 500'C for two hours and then started
the temperature-dependence measurements. Typical re-
sults of the experimental dielectric function obtained
after heating are shown in Fig. 3 with dashed lines at
room temperature (RT).
In Fig. 4 we show the real and imaginary parts of the

dielectric function of diamond IIb at 82 K (solid lines),
RT (dashed-dotted lines), and 700 K (dashed lines). The
main observable features are the onset of interband tran-
sitions, taking place at about 7.1 eV, the rise of e2(co), and
the strong broad peak of e, (co) indicating the first direct
gap of the material.
Figure 5 shows the experimental second-derivative

spectra of the real (open circles) and imaginary parts

(solid circles) of e(co) at 160 K in the spectral region
where the first direct gap of diamond is observed. The
solid and dotted lines represent the best fits to standard
excitonic and 2D line shapes, respectively, derived from
Eq. (1). The fit was performed simultaneously for both
the real and imaginary parts of d e/dc0 using a least-
squares procedure. Both models have given about the
same quality of fits.
In Figs. 6 and 7 we show the CP energies of both IIa

and IIb diamonds obtained from the 2D line-shape
analysis of the first- and second-derivative spectra of s(co)
as a function of temperature. The solid lines represent
fits of the data to an average Bose-Einstein statistical fac-
tor for phonons with an average frequency 8:

E(T)=Ez—az 1+ 2
e8/T
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FIG. 5. Fits of the second derivatives of the real (open cir-
cles) and the imaginary (solid circles) parts of the dielectric
function of diamond IIb with a 2D (dashes) and an excitonic
(solid lines) model at 160K.

FIG. 7. Temperature dependence of the energy parameter of
the first direct gap of diamonds IIa (triangles) and IIb (circles),
as deduced from the second-derivative line-shape analysis. The
solid lines represent the best fits with Eq. (9), while the dashed
lines present theoretical results taken from Ref. 52.

• Not explained by the thermal expansion (TE): 
    Measured shifts ~0.2 meV / K 
    Expected shifts (from TE) ~0.004 meV / K 
• Depends on T as the Bose Einstein distribution

Electron-phonon interaction
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FIG. 4. The dielectric function of diamond for several tem-
peratures, all taken after heating. The dashed-dotted line
presents results at RT before heating.

FIG. 6. Temperature dependence of the energy position of
the first direct gap of diamonds IIa (triangles) and IIb (circles),
as deduced from the first-derivative line-shape analysis. The
solid lines represent the best fits with Eq. (9).

have similar effects on the dielectric function. It is also
notable that a rise of temperature causes a reduction of
the calculated overlayer thickness.
As already pointed out, in order to improve the experi-

mental results further, we heated the diamond IIa and IIb
samples in situ at 500'C for two hours and then started
the temperature-dependence measurements. Typical re-
sults of the experimental dielectric function obtained
after heating are shown in Fig. 3 with dashed lines at
room temperature (RT).
In Fig. 4 we show the real and imaginary parts of the

dielectric function of diamond IIb at 82 K (solid lines),
RT (dashed-dotted lines), and 700 K (dashed lines). The
main observable features are the onset of interband tran-
sitions, taking place at about 7.1 eV, the rise of e2(co), and
the strong broad peak of e, (co) indicating the first direct
gap of the material.
Figure 5 shows the experimental second-derivative

spectra of the real (open circles) and imaginary parts

(solid circles) of e(co) at 160 K in the spectral region
where the first direct gap of diamond is observed. The
solid and dotted lines represent the best fits to standard
excitonic and 2D line shapes, respectively, derived from
Eq. (1). The fit was performed simultaneously for both
the real and imaginary parts of d e/dc0 using a least-
squares procedure. Both models have given about the
same quality of fits.
In Figs. 6 and 7 we show the CP energies of both IIa

and IIb diamonds obtained from the 2D line-shape
analysis of the first- and second-derivative spectra of s(co)
as a function of temperature. The solid lines represent
fits of the data to an average Bose-Einstein statistical fac-
tor for phonons with an average frequency 8:
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function of diamond IIb with a 2D (dashes) and an excitonic
(solid lines) model at 160K.

FIG. 7. Temperature dependence of the energy parameter of
the first direct gap of diamonds IIa (triangles) and IIb (circles),
as deduced from the second-derivative line-shape analysis. The
solid lines represent the best fits with Eq. (9), while the dashed
lines present theoretical results taken from Ref. 52.
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Perturbative treatment of the electron-phonon interaction: the Fan-Migdal term

Ĥe−ph = ∑
I

∂veff

∂uI u=0

uI

Allen-Heine-Cardona theory 
• Apply second-order perturbation-theory to the electrons
• Treat the phonons via a thermal average

Phil Allen Volker Heine Manuel Cardona

electrons phonons

ε(1)
nk = ⟨ψ(0)

nk | Ĥe−ph |ψ(0)
nk ⟩ = 0First-order perturbation theory ← ⟨uI⟩T = 0 ⟨uI⟩T

average displacement at 
temperature T

Second-order perturbation theory ε(2)
nk = ∑

m≠n
∑

q

|⟨ψ(0)
mk+q | Ĥe−ph |ψ(0)

nk ⟩ |2

ε(0)
nk − ε(0)

mk+q
← ⟨u2

I ⟩T ≠ 0 ⟨u2
I ⟩T

mean squared 
displacement

Hamiltonian: 
Perturbation: 

Ĥ = Ĥ0 + ΔĤ
ΔĤ ≡ Ĥe−ph

ψnk = ψ(0)
nk + ψ(1)

nk + ψ(2)
nk + …

Perturbative 
expansion

εnk = ε(0)
nk + ε(1)

nk + ε(2)
nk + …

Rayleight-Schrödinger perturbation theory

... some algebra: εFM
nk =

1
Np ∑

qν
∑
m≠n

|gν
mn(k, q) |2 2nqν(T) + 1

εnk − εmk+q

Fan-Migdal term
Phonon-assisted renormalization 
of the electron energy levels



Perturbative treatment of the electron-phonon interaction: the Debye-Waller term

veff({RI + uI}) = veff({RI}) + Δ(1)veff+Δ(2)veff+…

linear change of  treated 
at 2nd order in perturbation theory

veff quadratic dependence on the phonon 
displacement (the perturbation)

Fan-Migdal term

quadratic change of  treated 
at 1st order in perturbation theory

veff ... also quadratic in the perturbation

Debye-Waller term

Debye-Waller term

εDW
nk = ⟨ψ(0)

nk |Δ(2)veff |ψ(0)
nk ⟩

21

order in perturbation theory:

�"(2)nk =
X

m0 6=n,k0

|h m0k0 |Ĥ(1)
ep | nki|2

"nk � "m0k0
(177)

= N
�1
p

X

q⌫

X

m 6=n

|g⌫mn(k,q)|2
|h mk+q|ĉ†mk+qĉnk| nki|2

"nk � "mk+q
h(âq⌫ + â

†
�q⌫)(â�q⌫ + â

†
q⌫)iT (178)

The theemal average can be estiamted as:

h(âq⌫ + â
†
�q⌫)(â�q⌫ + â

†
q⌫)iT = hâq⌫ â†q⌫ + â

†
�q⌫ â�q⌫iT = h2n̂q⌫ + 1iT = 2nq⌫ + 1 (179)

So we obtain:

�"(2)nk =
1

Np

X

q⌫

X

m 6=n

|g⌫mn(k,q)|2
2nq⌫ + 1

"nk � "mk+q
(180)

At the same order in the electron-phonon interaction, also the Debye-Waller term must be accounter for:

�"(2),DW
nk = h nk|Ĥ(2)

ep | nki =
1

Np

X

m

X

q⌫

X

q0⌫0

g̃
⌫⌫0

mn(k,q,q
0)h nk|ĉ†mk+q+q0 ĉnk| nkih(âq⌫ + â

†
�q⌫)(âq0⌫0 + â

†
�q0⌫0)iT

(181)

the expectation value of the fermionic operators vanishes unless m = n and q = �q0, whereas the bosonic expectation
value requires ⌫ = ⌫

0. so we get:

�"(2),DW
nk =

1

Np

X

q⌫

g̃
⌫⌫
nn(k,q,�q)(2nq⌫ + 1) (182)

XI. PERTURBATIVE TREATMENT OF ELECTRONS AND PHONONS

First order correction to the eigenvalues based on perturbation theory. We consider an initial state |⌅i = | nki|�si

"
(1)
nk = h⌅s

nk|Ĥ(1)
ep |⌅s

nki (183)

= N
� 1

2
p

X

q⌫

X

mnk

g
⌫
mn(k,q)h nk|ĉ†mk+qĉnk| nkih�s|âq⌫ + â

†
�q⌫ |�si (184)

The expectation value h�s|âq⌫ + â
†
�q⌫ |�si vanishes identically. So one has to go up to second order in PT:

"
(2)
nk =

X

n0k0s0

|h⌅s0

n0k0 |Ĥ(1)
ep |⌅s

nki|2

E
s
nk � E

s0
n0k0

(185)

=
1

Np

X

n0k0s0

X

q⌫

X

mnk

|g⌫mn(k,q)h n0k0 |ĉ†mk+qĉnk| nkih�0
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Np

X

q⌫

X

m

|g⌫mn(k,q)|2fnk(1� fmk+q)


nq⌫

"nk � "mk+q � ~!q⌫
+

nq⌫ + 1

"nk � "mk+q + ~!q⌫
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XII. TIME-DEPENDENT PERTURBATION TREATMENT OF THE PHONON-PHONON
INTERACTION

| (j)
i (t)i =

X

n

c
(j)
in (t)| (0)

n i (188)

some algebra
second-order 

ΔεAHC
nk = ΔεFM

nk (T) + ΔεDW
nk (T)

Temperature dependence of the band 
structure in Allen-Heine-Cardona theory

Review: X. Gonze et al., Ann. Phys. (Berlin) 523, 168 (2011) 



Temperature-dependence of the AHC correction to the bands 
and zero-point motion renormalization

εFM
nk = [2n(T ) + 1]

1
Np ∑

m≠n

|gν
mn(k, q) |2 1

εnk − εmk+q

Consider a materials with only one 
vibrational frequency ( ): nqν(T ) ≃ n(T )

1 Fully captures the temperature-dependence of bands determined in experiments. 
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FIG. 4. The dielectric function of diamond for several tem-
peratures, all taken after heating. The dashed-dotted line
presents results at RT before heating.

FIG. 6. Temperature dependence of the energy position of
the first direct gap of diamonds IIa (triangles) and IIb (circles),
as deduced from the first-derivative line-shape analysis. The
solid lines represent the best fits with Eq. (9).

have similar effects on the dielectric function. It is also
notable that a rise of temperature causes a reduction of
the calculated overlayer thickness.
As already pointed out, in order to improve the experi-

mental results further, we heated the diamond IIa and IIb
samples in situ at 500'C for two hours and then started
the temperature-dependence measurements. Typical re-
sults of the experimental dielectric function obtained
after heating are shown in Fig. 3 with dashed lines at
room temperature (RT).
In Fig. 4 we show the real and imaginary parts of the

dielectric function of diamond IIb at 82 K (solid lines),
RT (dashed-dotted lines), and 700 K (dashed lines). The
main observable features are the onset of interband tran-
sitions, taking place at about 7.1 eV, the rise of e2(co), and
the strong broad peak of e, (co) indicating the first direct
gap of the material.
Figure 5 shows the experimental second-derivative

spectra of the real (open circles) and imaginary parts

(solid circles) of e(co) at 160 K in the spectral region
where the first direct gap of diamond is observed. The
solid and dotted lines represent the best fits to standard
excitonic and 2D line shapes, respectively, derived from
Eq. (1). The fit was performed simultaneously for both
the real and imaginary parts of d e/dc0 using a least-
squares procedure. Both models have given about the
same quality of fits.
In Figs. 6 and 7 we show the CP energies of both IIa

and IIb diamonds obtained from the 2D line-shape
analysis of the first- and second-derivative spectra of s(co)
as a function of temperature. The solid lines represent
fits of the data to an average Bose-Einstein statistical fac-
tor for phonons with an average frequency 8:

E(T)=Ez—az 1+ 2
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FIG. 5. Fits of the second derivatives of the real (open cir-
cles) and the imaginary (solid circles) parts of the dielectric
function of diamond IIb with a 2D (dashes) and an excitonic
(solid lines) model at 160K.

FIG. 7. Temperature dependence of the energy parameter of
the first direct gap of diamonds IIa (triangles) and IIb (circles),
as deduced from the second-derivative line-shape analysis. The
solid lines represent the best fits with Eq. (9), while the dashed
lines present theoretical results taken from Ref. 52.
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GaAs
2220—

---. 50
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10—

E&

tures are observed. The lines represent the best fits to
standard critical-point line shapes, derived from Eq. (1):

—n(n —1)Ae'~(co E+—iI )", n&0,
Ae'~(co E+i1—), n =0 .

(2a)
(2b)

For the fit we use a least-square procedure where both
real and imaginary parts of d /eden are fitted simultane-
ously.
If the angle P in the phase factor e'~ in Eqs. (1) and (2)

takes values which are integer multiples of n/2, the line
shape corresponds to transitions between uncorrelated
one-electron bands while noninteger multiples represent
the inclusion of excitonic effects by allowing a mixture of
two CP's. ' In Eq. (1), taking A &0 and n =—,

' for a
3D CP, /=0, ir/2, m, and 3n/2 corres.pond to M„M2,
M3, and M0 CP's, respectively. By taking 3 &0 and
n =0 for a 2D CP, /=0, ir/2, and ~ correspond to a
minimum, saddle point, and maximum, respectively. For
a discrete excitonic line shape (n =—1) a phase angle of
/&0 corresponds to a Fano-profile, i.e., the line shape
which results from the interaction of the discrete excita-
tion with a continuous background, as discussed below.
We have fitted the E0 and Eo+kp structures with exci-

tonic line shapes [n =—1 in Eq. (2)]. Because of the poor
accuracy of the values of e2 for small e2 in rotating
analyzer ellipsometers without compensator, ' we have
analyzed these structures only in the real part of the

E (e'Vl

FIG. 4. Imaginary part of the dielectric function of GaAs for
several temperatures.

5.1

5.0 5.0

4.8
4.5
~ 44
LU

3.0

dielectric function. In the case of the Ei and E&+b, i
CP's both e& and e2 were fitted. The best fits were ob-
tained with an excitonic line shape from the lowest tem-
peratures up to room temperature, whereas at higher tem-
peratures a 2D line shape [n =0 in Eq. (2)] yielded the
best representation of the experimental data. At every
temperature E& and EI+6], were fitted simultaneously
with the same phase angle P for both CP's and a fixed
spin-orbit splitting of A~ ——224 meV, which was obtained
from the spectra at low temperatures. The two structures
in the near-uv region, Eo and E2, were also fitted simul-
taneously with two 2D line shapes, which gave the best
fits over the whole temperature range. For the fit of the
three weak structures in between [labeled Eo+b,o and
E2(X) in Fig. 5] a 2D line shape was used as well.
In Fig. 6 we show the CP energies obtained from our

line-shape analysis for the main transitions observed in
GaAs as a function of temperature. In spite of the change
of the line shape of the Ei and Ei +b, i transitions from
excitonic to 2D at RT, the data for the CP energy match
smoothly in both regions. The energies of the Ei +b, i,
CP's are not shown, they run parallel to E~, displaced by
224 meV. At low temperatures the gaps depend quadrati-
cally on temperature and linearly at higher temperatures.
This behavior can be described by two equations:
Varshni's empirical relation

E(T)=E(0)—T+13 (3a)
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FIG. 5. Fits to the second derivatives of the real (solid line)
and imaginary (dashed line) parts of the dielectric function of
GaAs as a function of energy at 22 K. When reading from the
vertical scale, the value has to be divided by the factor, given in
the box under each structure. Note the change in the energy
scale for the Eo transition.
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FIG. 6. Temperature dependence of the interband critical-
point energies of GaAs. The solid lines represent the best fits
with Eq. (3a); the dashed lines correspond to the fit with Eq.
(3b). Typical error bars for the experimental points are given in
Table III, the fit parameters in Table I.

2 At T=0,    however  
Renormalization of the bands even in absence of phonons 
Zero-point motion effect (purely quantum)

n(T) = 0 εAHC
nk ≠ 0

number of phonons at temperature T

= α[2n(T ) + 1]

εFM
nk =

1
Np ∑

qν
∑
m≠n

|gν
mn(k, q) |2 2nqν(T ) + 1

εnk − εmk+q
ΔεAHC

nk = ΔεFM
nk (T) + ΔεDW

nk (T) εDW
nk =

1
Np ∑

qν

g̃νν
nn(k, q, − q)(2nqν + 1)



The Allen-Heine-Cardona theory in ab-initio calculations

Although the adiabatic approximation had already been
criticized by Poncé et al. in 201524 (Supplementary Note 5) as
causing an unphysical divergence of the adiabatic AHC expression
for infrared-active materials with vanishing imaginary broadening,
thus invalidating all adiabatic AHC calculations except for non-
infrared-active materials, the full consequences of the adiabatic
approximation have not yet been recognized for ASC. We will
show that the non-adiabatic AHC approach outperforms the ASC
approach, so that the predictions arising from the mechanism by
which the ASC approach bypasses the adiabatic AHC divergence
problem for infrared-active materials are questionable. This is
made clear by a generalized Fröhlich model with a few physical
parameters, that can be determined either from first principles or
from experimental data.
Although the full electronic and phonon band structures do not

enter in this model, and the Debye-Waller diagram is ignored, for
many materials it accounts for more than half the ZPRg of the full
first-principles non-adiabatic AHC ZPRg. As this model depends
crucially on non-adiabatic effects, it demonstrates the failure of
the adiabatic hypothesis, be it for the AHC or the ASC approach.
By the same token, we also show the domain of validity and

accuracy of model Fröhlich large-polaron calculations based on
the continuum hypothesis, that have been the subject of decades
of research36–42. Such model Fröhlich Hamiltonian captures well
the ZPR for about half of the materials in our list, characterized by
their strong infrared activity, while it becomes less and less
adequate for decreasing ionicity. In the present context, the
Fröhlich large-polaron model provides an intuitive picture of the
physics of the ZPRg.

RESULTS
Zero-point renormalization: experiment vs. first principles
Figure 2 compares first-principles ZPRg with experimental values.
As described in the “Methods” section, and in Supplementary
Note 2, the correction due to zero-point motion effect on the
lattice parameter, ZPRlatg , has been added to fixed volume results
from both non-adiabatic AHC (present calculations) and ASC
methodologies34. While for a few materials experimental ZPRg
values are well established, within 5-10%, globally, experimental
uncertainty is larger, and can hardly be claimed to be better than
25% for the majority of materials, see Supplementary Note 1. This
will be our tolerance.
Let us focus first on the ASC-based results. For the 16 materials

present in both KEKF and the experimental set described in the
Supplementary Table I, the ASC vs. experimental discrepancy is
more than 25% for more than half of the materials (KEKF KS-DFT
ASC calculations are based on GGA-PBE, except for Si, Ge, GaAs,
and CdSe, where the PBE0 hybrid functional has been used, thus
the better score of Ge and GaAs for ASC calculations than for AHC

calculations might be partly explained by this different KS-DFT
functional). There is a global trend to underestimation by ASC,
although CdTe is overestimated.
By contrast, the non-adiabatic AHC ZPRg (blue full circles) and

experimental ZPRg agree with each other within 25% for 16 out of
the 18 materials. The outliers are CdTe with a 43% overestimation
by AHC, and GaP with a 33% underestimation. For none of these
the discrepancy is a factor of two or larger. On the contrary, in the
ASC approach, several materials show underestimation of the
ZPRg by more than a factor of 2. The materials showing such large
underestimation (CdS, ZnO, SiC) are all quite ionic, while more
covalent materials (C, Si, Ge, AlSb, AlAs) are better described.
Therefore, Fig. 2 clearly shows that the non-adiabatic AHC

approach performs significantly better than the ASC approach.
AHC ZPRg and ASC ZPRg also differ by more than a factor of two
for TiO2 and MgO (see Supplementary Note 3), although no
experimental ZPRg is available for these materials to our
knowledge.
We now examine band gaps. Figure 3 presents the ratio

between first-principles band gaps and corresponding experi-
mental values, for 12 materials. The best first-principles values at
fixed equilibrium atomic position, from GWeh8, are represented, as
well as their non-adiabatic AHC ZPR corrected values.
For GWeh without ZPRg, a 4% agreement is obtained only for

two materials (CdS and GaN). There is indeed a clear, albeit small,
tendency of GWeh to overestimate the band gap value, except for
the 3 materials containing shallow core d-electrons (ZnO, ZnS, and
CdS) that are underestimated. By contrast, if the non-adiabatic
AHC ZPRg is added to the GWeh data (blue dots), a 4% agreement
is obtained for 9 out of the 12 materials (8 if ZPRlatg is not included).
For ZnO and ZnS, with a final 10–12% underestimation, and CdS

with a 5% underestimation, we question the GWeh ability to
produce accurate fixed-geometry band gaps at the level obtained

Fig. 1 Lowest-order diagrams for the contribution of the
electron–phonon interaction to the zero-point renormalization
of the gap ZPRg. a Fan diagram, with two first-order screened
electron–phonon vertices; b Debye-Waller diagram, with one
second-order screened electron–phonon interaction vertex.

Fig. 2 Absolute values of first-principles band gap renormalization
ZPRg compared with experimental ones. Blue full circles: present
calculations, using non-adiabatic AHC, based on KS-DFT ingredients;
red empty triangles: adiabatic supercell KS-DFT results 34. Dashed
lines: limits at which the smallest of both ZPR is 25% smaller than
the largest one (note that the scales are logarithmic). For
consistency, the computed lattice ZPRlatg were added to both ASC
and AHC. The majority of non-adiabatic AHC-based results fall
within the 25% limits, while this is not the case for ASC-based ones.
See numerical values in Supplementary Table II.
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• : electron-phonon matrix elements  from DFPT 

• : single particle energy  from DFT 

•  : Bose-Einstein distribution 

gν
mn(k, q) →

εnk →
nqν(T) = [eℏωqν/kBT − 1]−1

Fully ab-initio have only "recently"  become accessible
• Calculations require very dense grids to sample the 
integrals over the Brillouin zone (denser than 30 30 30)

• Interpolation using Maximally-localized Wannier function is 
required for 

× ×

gν
mn(k, q)

Marzari et al., Rev. Mod. Phys. 84, 1419 (2012)
Giustino et al., Phys. Rev. B 76, 165108 (2007) 

Available in many ab-initio codes: 
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Many-body perturbation theory (MPBT) of electron-phonon coupling

Consider a perturbation acting 
on the electron Hamiltonian : Ĥel = Ĥel

0 + Δ ̂V

G = G0 + G0ΣG

: the (exact) Green's function.
: the non-interacting Green's function.

: the electron self-energy 

G
G0
Σ

The Dyson equation 

Formally exact treatment of the perturbation

Consider a perturbation acting 
on the lattice Hamiltonian : Ĥph = Ĥph

0 + Δ ̂V

Direct access to physical properties  (spectral function, observables, total energy, ect)

 :    electron ground-state wave function  
  :  creation/annihilation operators  

 :          Wick's time-ordering operator

|Ψ⟩
ψ̂†, ψ̂

̂T

Phonon Green's function 
Dαβ(t1, t2) = − iℏ−1⟨Φ | ̂TΔ ̂τα(t1)Δ ̂τβ(t2) |Φ⟩

Electron Green's function 
Gij(t1, t2) = − iℏ−1⟨Ψ | ̂T[ψ̂i(t1)ψ̂†

j (t2)] |Ψ⟩

 :    phonon ground-state wave function  
  :   displacement operator

 :        Wick's time-ordering operator

|Φ⟩
Δ ̂τα

̂T

D = D0 + D0Π(na)D

: the (exact) phonon Green's function.
: the non-interacting phonon Green's function.

: the non-adiabatic phonon self-energy 

D
D0

Π(na)

The Dyson equation 

Perturbative treatment of the phonon Green's function

coupled by the  
electron-phonon 
interactions



Exact self-consistent equations for the electron and phonon Green's functions

hn̂nðrtÞi ¼ n0nðrÞ −
iℏ
2

X

κp;αα0
Zκ

∂2δðr − τ0κpÞ
∂rα∂rα0 Dκαp;κα0pðtþtÞ:

ð122Þ

We emphasize that, according to Eq. (121), the coupling of the
nuclear displacements to the electrons is completely defined
by the electronic dielectric matrix through We. Similarly, the
nuclei affect the electronic structure via the dielectric matrix
which enters Wph in Eq. (110) and via the nuclear density
inside V tot in Eq. (79). From these considerations it should be
clear that the electronic dielectric matrix ϵeðr; r0;ωÞ plays an
absolutely central role in the field-theoretic approach to the
electron-phonon problem.

D. Hedin-Baym equations

Apart from making use of the harmonic approximation, the
set of equations given by Eqs. (79), (84), (85), (87), (92), (93),
(94), (95), (110), (118), (121), and (122) describe the coupled
electron-phonon system entirely from first principles. This set
of equations can be regarded as the most sophisticated
description of interacting electrons and phonons available
today. Since the self-consistent equations for the electrons
were originally derived by Hedin (1965), and those for the
nuclei were derived first by Baym (1961), we refer to the
complete set as the Hedin-Baym equations. Given the impor-
tance of these relations, we summarized them schematically
in Table I. The standard Hedin’s equations for interacting
electrons in the potential of clamped nuclei (Hedin, 1965) are
immediately recovered from the Hedin-Baym equations by
setting to zero the displacement-displacement correlation
function of the nuclei Dκpα;κ0p0α0 ¼ 0.
Table I provides a closed set of self-consistent equations

whose solution yields the Green’s functions of a fully
interacting electron-phonon system, within the harmonic
approximation. We stress that these relations are

fundamentally different from diagrammatic approaches. In
fact, here the coupled electron-phonon system is not addressed
using Feynman-Dyson perturbation theory as was done, for
example, by Keating (1968). Instead, in Table I, electrons and
phonons are described nonperturbatively by means of a
coupled set of nonlinear equations for the exact propagators.
In particular, we emphasize that this approach does not require
the Born-Oppenheimer adiabatic approximation, and there-
fore it encompasses insulators, intrinsic as well as doped
semiconductors, metals, and superconductors.
Almost every property related to electron-phonon inter-

actions in solids that can be calculated today from first
principles can be derived from these equations. Examples
to be discussed in Secs. V–X include the renormalization of
the Fermi velocity, the band gap renormalization in semi-
conductors and insulators, the nonadiabatic corrections to
vibrational frequencies, the Frölich interaction, and the life-
times of electrons and phonons. The generalization of these
results to the case of finite temperature should also be able
to describe phonon-mediated superconductivity, although this
phenomenon is best addressed by directly studying the
propagation of Cooper pairs (see Sec. XI).
Baym’s theory can in principle be extended to go beyond

the harmonic approximation (Gillis, 1970). However, the
mathematical complexity of the resulting formalism is for-
midable, due to the appearance of many additional terms
which are neglected in the harmonic approximation.

V. FROM A MANY-BODY FORMALISM TO PRACTICAL
CALCULATIONS

The Hedin-Baym equations summarized in Table I define a
rigorous formalism for studying interacting electrons and
phonons in metals, semiconductors, and insulators entirely
from first principles. However, a direct numerical solution of
these equations for real materials is currently out of reach,
and approximations are needed for practical calculations.

TABLE I. Self-consistent Hedin-Baym equations for the coupled electron-phonon system in the harmonic approximation.

Eq. Description Expression

(93) Electronic charge density hn̂eð1Þi ¼ −iℏ
P

σ1 Gð11
þÞ

(122) Nuclear charge density hn̂nðrtÞi ¼ n0nðrÞ − ðiℏ=2Þ
P

κp;αα0Zκ∂2δðr − τ0κpÞ=∂rα∂rα0Dκαp;κα0pðtþtÞ
(79) Total electrostatic potential V totð1Þ ¼

R
d2vð12Þ½hn̂eð2Þiþ hn̂nð2Þi&

(84) Equation of motion, electrons ½iℏ∂=∂t1 þ ðℏ2=2meÞ∇2ð1Þ − V totð1Þ&Gð12Þ −
R
d3Σð13ÞGð32Þ ¼ δð12Þ

(118) Equation of motion, nuclei
P

κ00α00p00 ½Mκω2δκαp;κ00α00p00 − Πκαp;κ00α00p00ðωÞ&Dκ00α00p00 ;κ0α0p0ðωÞ ¼ δκαp;κ0α0p0

(85) Electron self-energy Σð12Þ ¼ iℏ
R
dð34ÞGð13ÞΓð324Þ½Weð41þÞ þWphð41þÞ&

(94) Screened Coulomb, electrons Weð12Þ ¼ vð12Þ þ
R
dð34Þvð13ÞPeð34ÞWeð42Þ

(92) Electronic polarization Peð12Þ ¼ −iℏ
P

σ1

R
dð34ÞGð13ÞGð41þÞΓð342Þ

(95) Electronic dielectric matrix ϵeð12Þ ¼ δð12Þ −
R
dð3Þvð13ÞPeð32Þ

(87) Vertex Γð123Þ ¼ δð12Þδð13Þ þ
R
dð4567Þ½δΣð12Þ=δGð45Þ&Gð46ÞGð75ÞΓð673Þ

(110) Screened Coulomb, nuclei Wphð12Þ ¼
P

καp;κ0α0p0
R
dð34Þϵ−1e ð13Þ∇3;αVκðr3 − τ0κpÞ

×Dκαp;κ0α0p0ðt3t4Þϵ−1e ð24Þ∇4;α0Vκ0ðr4 − τ0κ0p0Þ
(121) Phonon self-energy Πκαp;κ0α0p0ðωÞ ¼

P
κ00p00ZκZκ00ð∂2=∂rα∂r0α0Þ

×½δκ0p0;κ00p00Weðr; r0;ωÞ − δκp;κ0p0Weðr; r0; 0Þ&r¼τ0κp;r0¼τ0
κ00p00

Feliciano Giustino: Electron-phonon interactions from first …
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Part 3 

Phonon-assisted optical absorption in 
semiconductors 



Optical absorption in semiconductors

I(ω, x) = I0 e−α(ω)x

Intensity of radiation 
propagating through the sample

I(x)

x
α :  absorption coefficient

428 XII OPTICAL PROPERTIES OF SEMICONDUCTORS AND INSULATORS 

^ 

h(D=Ej-Ei 

k 

Vi 

1 

E jlyj> 

I f - J 
hco =Ej-Ei 

—V\Ar^" 

EilVi> 

Fig. 1 Schematic representation of the radiatiative transition probability between a pair of 
electronic states \tpi) and \ipj), of energy Ei and Ej] any transition between these two states 
involves the absorption or the emission of a photon with energy huj = Ej — Ei. 

of transitions per unit time involving energy huj is given by the expression 

(6) 

where the factor 2 in front of the summation takes into account the spin degeneracy. 
The energy per unit time dissipated in the system is P = /kt;H^(q,a;), a positive 
quantity for any value (positive or negative) of the frequency cj. 

The microscopic expression of the optical constants can be obtained with the follow-
ing considerations. The electric field in the mediimi associate to the vector potential 
A(r , t ) , given by Eq. (3), is 

E{T,t) = ^^^=Eoe e^(^—*) + c.c. 
c ot 

with EQ = iuj— . (7a) 

In an isotropic medium (or also in an anisotropic medium when the electric field is 
along a principal axis), the induced current density is parallel to the electric field and 
proportional to it for small field strength; we assume for the current density the same 
time and space dependence as the electric field (7a) and write 

J ( r , t) = (T(q, u) Eo e ê (̂ -̂ —*) + c.c, (e 1 q) , (7b) 

where cr(q,a;) defines the transverse conductivity function. When a current density 
J flows in a medium in the presence of an electric field E, the energy per unit time 
dissipated in the system is / ^ J • Edr ; using Eq. (7a) for E(r , t ) and Eq. (7b) for 
J ( r , t ) , we obtain 

i J • E d r = 2ai(q,a;) |Eo|^ V = 2ai(q,u;) ^to'^Al V . 1_ 
c2 

This expression of the power dissipated in the system can be identified with the quan-

Quantum picture of the absorption process

Why is it important? 

• powerful characterization technique 

• fundamental principle underlying 

solar energy conversion

In this lecture: 

What is the role of phonons in the  
absorption of light in solids? 
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e2(t< )̂, and take into account that only vertical transitions are possible; we obtain 

87r2e2 1 
£2(0;) = 

m^uP'Y YJY.\^'^C\\^-'^\<1>VV)?^{Ea>, - £vk - M 
cv k 

= S ; ^ E l ^ ( ^ I e • Mc.(k)P KE.. - K . - / ^ ) ; (22) 

in the above expression a; is positive, the sum runs over every couple of valence and 
conduction bands, and Mct;(k) denotes the dipole matrix element (t/^cklpl^vk)-

The knowledge of £:2(^) (for a sufficiently wide frequency range) allows to obtain the 
real part £1(0;) of the dielectric function via the Kramers-Kronig relations (10b); then 
any other optical constant of interest can be obtained (see Table XI-1). Among the 
phenomenological constants of frequent use in the description of the optical properties 
of matter, we are reminded here of the absorption coefficient a(a;), which is related to 
e^i^^) and to the refraxitive index n{y)) via the expression 

a(a;) = u; 
cn(uS) e2W) • (23a) 

Using Eq. (9), we can give for the absorption coefficient the following quantum me-
chanical expression 

27rfU: 1 Wioj) 
a{u) 

n{uj) uV Al 
(23b) 

In most practical situations, the structure and the peaks of 62(1^) and a{uj) are rather 
similar. 

It is well known that in atoms, molecules and (small) clusters, the absorption of 
radiation (at least below the photoionization edge) exhibits sharp lines, which corre-
spond to transitions to discrete excited states, allowed in the dipole approximation. 
Also in the expression of band-to-band transitions the absorption spectrum can have 

valence

conduction

(direct) optical absorption

434 XII OPTICAL PROPERTIES OF SEMICONDUCTORS AND INSULATORS 

Ev(k) / ; : : • " 

Fig. 2 Schematic representation of vertical transitions. 

e2(t< )̂, and take into account that only vertical transitions are possible; we obtain 

87r2e2 1 
£2(0;) = 

m^uP'Y YJY.\^'^C\\^-'^\<1>VV)?^{Ea>, - £vk - M 
cv k 

= S ; ^ E l ^ ( ^ I e • Mc.(k)P KE.. - K . - / ^ ) ; (22) 

in the above expression a; is positive, the sum runs over every couple of valence and 
conduction bands, and Mct;(k) denotes the dipole matrix element (t/^cklpl^vk)-

The knowledge of £:2(^) (for a sufficiently wide frequency range) allows to obtain the 
real part £1(0;) of the dielectric function via the Kramers-Kronig relations (10b); then 
any other optical constant of interest can be obtained (see Table XI-1). Among the 
phenomenological constants of frequent use in the description of the optical properties 
of matter, we are reminded here of the absorption coefficient a(a;), which is related to 
e^i^^) and to the refraxitive index n{y)) via the expression 

a(a;) = u; 
cn(uS) e2W) • (23a) 

Using Eq. (9), we can give for the absorption coefficient the following quantum me-
chanical expression 

27rfU: 1 Wioj) 
a{u) 

n{uj) uV Al 
(23b) 

In most practical situations, the structure and the peaks of 62(1^) and a{uj) are rather 
similar. 
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The absorption coefficient:

dielectric fn. 
refractive index

speed of light
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Fig. 3 Energy bands of germanium along symmetry directions, with the empirical pseudopo-
tential method. The k wavevector is in units of 27r/a. Relevant direct interband edges are 
indicated by arrows [from D. Brust, J. C. Phillips and F. Bassani, Phys. Rev. Lett. 9, 94 
(1962); copyright 1962 by the American Physical Society]. 

(reasonably) sharp structures, which however correspond in this case to critical points 
in the joint density-of-states. 

Consider in fact a given couple of valence and conduction bands; in general the 
dipole matrix element e-Mcv(k) is a smooth function of k over the Brillouin zone 
(unless zero at some symmetry point for group theory considerations), and its average 
value can be factorized out of Eq. (22). Then, the contribution to the optical constants 
from a couple of valence and conduction bands is determined by the so called joint 
density-of'States 

Jcv (ĉ ) = / 7T5-T3 <5(̂ ck - ^ . k - nw) . (24a) 

Critical points in the joint density-of-states are by definition those for which 

Vk(£ck - £^.k) = 0 . (24b) 

For these points the joint density-of-states exhibits rapid variation versus energy. This 
can be easily seen integrating analytically Eq. (24a) in the neighbourhood of a critical 
point (24b). 

The type of critical points, the singular behaviour in the joint density-of-states 
Jcv{^) and hence of the imaginary part £2{uj) of the dielectric function, the depen-

Band structure of Germanium

diamond-like 
structure

Brust et al., Phys. Rev. Lett 9, 94 (1962)



Theory optical absorption in the indipendent particle approximation

Kinetic energy: ̂T =
p2

2m
→

(p − eA)2

2m
=

p2

2m
−

ep ⋅ A
m

+
e2A2

2m

In presence of an electromagnetic field: p → p − e ⋅ A (Peierls substitution)

Ĥe−light = − ep ⋅ A/mPerturbation: 

Γ =
2π
ℏ ∑

in, fin

|⟨Ψfin | Ĥint |Ψin⟩ |2 δ(Efin − Ein)Fermi golden rule: 

proportional to the absorption coefficient
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434 XII OPTICAL PROPERTIES OF SEMICONDUCTORS AND INSULATORS 

Ev(k) / ; : : • " 

Fig. 2 Schematic representation of vertical transitions. 

e2(t< )̂, and take into account that only vertical transitions are possible; we obtain 

87r2e2 1 
£2(0;) = 

m^uP'Y YJY.\^'^C\\^-'^\<1>VV)?^{Ea>, - £vk - M 
cv k 

= S ; ^ E l ^ ( ^ I e • Mc.(k)P KE.. - K . - / ^ ) ; (22) 

in the above expression a; is positive, the sum runs over every couple of valence and 
conduction bands, and Mct;(k) denotes the dipole matrix element (t/^cklpl^vk)-

The knowledge of £:2(^) (for a sufficiently wide frequency range) allows to obtain the 
real part £1(0;) of the dielectric function via the Kramers-Kronig relations (10b); then 
any other optical constant of interest can be obtained (see Table XI-1). Among the 
phenomenological constants of frequent use in the description of the optical properties 
of matter, we are reminded here of the absorption coefficient a(a;), which is related to 
e^i^^) and to the refraxitive index n{y)) via the expression 

a(a;) = u; 
cn(uS) e2W) • (23a) 

Using Eq. (9), we can give for the absorption coefficient the following quantum me-
chanical expression 

27rfU: 1 Wioj) 
a{u) 

n{uj) uV Al 
(23b) 
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radiation (at least below the photoionization edge) exhibits sharp lines, which corre-
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The dielectric function independent particle approximation (IPA):

matrix elements of the 
momentum operator

delta function for 
energy conservation

:   typically a slowly varying function
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1. Structures in the absorption spectrum arise from peaks 
in the joint DOS 
(exceptions: excitons, phonon assisted transitions)

 

2. No absorption for photon energies smaller than the 
band gap (exceptions: excitons)
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Fig. 6 Imaginary dielectric constant £2(̂ 1̂ ) and absorption coefficient a (a;) due to interband 
electronic transitions in hexagonal boron nitride from experimental measurements [from to 
D. M. Hoffman, G. L. Doll and P. C. Eklund, Phys. Rev. B30, 6051 (1984); copyright 1984 by 
the American Physical Society]. The inset is the joint density-of-states and £2(̂ 1̂ ) calculated 
in the two-dimensional approximation near the saddle point singularity. 

and the absorption coefficient a{uj) are reported; it can be noticed the reasonable 
overall agreement between experiments and theoretical assignement of direct inter-
band transitions. 

3 Indirect phonon-assisted transitions 

We have seen that the absorption of photons in crystals entails vertical transitions 
in the energy band diagram, because of the small momentum carried by photons (in 
the ordinary visible and near ultraviolet region). In several semiconductors and in-
sulators, the conduction band and valence band extrema occur at different points of 
the Brillouin zone {indirect gap materials). Non-vertical transitions near the energy 
gap may occur provided some source supplies the momentum needed for total crys-
tal momentum conservation; phonon gas or impurity centers can accommodate any 
appropriate momentum and thus indirect optical transitions assisted by phonons or 
impurities become possible. In the following we treat explicitly only the phonon case. 

We illustrate the essential aspects of indirect transitions, considering the simplest 
model of indirect gap semiconductor (or insulator) with the top of the valence band at 

Hoffman et al., Phys. Rev. B 30, 6051 (1984)



Optical absorption in INDIRECT-gap semiconductors: silicon

Band structure
Direct band gap:    3.5 eV

Indirect band gap: 1.12 eV  

= minimum energy for direct transitions

1.0 < E < 1.3 eV  
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FIG. 1. Low-level absorption spectrum of high-purity Si at
various temperatures. The inserts indicate the accuracy with
which the experimental points define the curves.

perature being raised by electrically heating a high-
boiling-point liquid in the absorption cell.
The radiation detector was a lead sulfide cell. The

third-order spectrum from the diGraction grating was
used, the spectrometer being calibrated using the several
orders of the Hg green line (0.546074 micron. ) In the
absorbing region the slit widths ranged from 5)(10 4

ev to 10 ' ev at the higher energies. Wavelengths )
were converted into energies E by the relation EX
=12400)(10—' ev cm which may be compared with
EX= (12397.8+0.5))&10 ' ev cm given by Dumond
and Cohen. 4
Values of the absorption coe%cient E were calculated

from the relation

cant. It is clear therefore that, unless there is a very
uniform distribution of sensitivity over the detector
surface, a small uncertainty will be introduced into the
measured transmission ratio. These difhculties were
kept very much in mind since photoconductive cells are
far from ideal in this respect and vary considerably from
one to another. A cell specially selected for uniformity
was used and the optical alignment was carried out in
such a way as to minimize any errors of the kind
mentioned.
As was found for Ge, the values of to were greater

than those deduced from the refractive index data of
Briggs' by about 3% on the average, but were con-
sistent among themselves to &1%for all specimens and
at all temperatures. We are confident, therefore, that
the uncertainties in to are so small as to have a negligible
eGect on the subsequent analysis of the data. The re-
duction of the data for small values of to—t is discussed
further in Sec. 2.
Routine reduction of the data and its tabulation in a

suitable form for subsequent analysis was carried out by
means of the laboratory's electronic computer.

RESULTS

The experimentally determined absorption curves are
presented for a series of temperatures from 4.2'K to
415'K in Fig. 1 in the form of a plot of n'—= (Ehv)'
against photon energy hv. ' This set of curves has the
same general characteristics as the similar set of curves
for Ge described in I. At the lowest temperatures, the

Iz (1—8)' exp(—E'd)t=—=
I& 1—E' exp(—2Ed)

where E. is the surface reAectivity and d the specimen
thickness. This reduces to ts (1—E)/(1+It.') whe——n
E=O, i.e., at energies below that of the absorption
edge in a pure specimen at not too high a temperature,
and this aGords a means of deducing E as has already
been mentioned in I. It should be noted that the value
obtained for E, and indeed that measured for t at all
levels of absorption, is subject to a slight uncertainty
due to small changes in the optical path on moving the
specimen into the radiation beam. One e8ect is that the
distribution of light on the detector changes slightly,
particularly with a thick specimen and when the ab-
sorption is low and multiple reflections become signih-

' J. W. M. Dunmnd and E. R. Cohen, Revs. Modern Phys.
25, 691 (1933).Rote added tn proof All energy values in .—the pres-
ent work and in I were derived from wavelength values appro-
priate to air and not vacuum. To correct for this, and for the dis-
crepancy in the wavelength-energy conversion factor, all energy
values should be divided by 1.00045.

0
I.fg I.I 8 1.20 I.22 !.24

PHOTON ENERGY, hV (ev)

Fxo. 2. The decomposition of the absorption coefFicient
at 4.2'K into its two components.

6 H. B.Briggs, Phys. Rev. 77, 287 (1950).' We shall work in terms of the more significant quantity e for
Si rather than E. as was done in I for Ge. It is more important to
include the hv factor in Si due to the larger energy range covered
by the measurements.

Absorption of light 
occurs already for 
energy comparable with 
the indirect gap. 


With strong temperature 
dependence (phonons?)

Macfarlane et al., Phys. Rev. 111, 1245 (1958)

Absorption 
spectrum

Due to momentum conservation: only possible if a 
phonon is absorbed or emitted in the absorption process

Phonon assisted optical absorption

indirect

direct
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Ĥ = Ĥel + Ĥe−ph + Ĥe−light = Ĥel + Ĥint

Γ =
2π
ℏ ∑

in, fin

|⟨Ψfin | Ĥint |Ψin⟩ |2 δ(Efin − Ein)Fermi golden rule 

One perturbation at a time. Either:  
(i) light-absorption  OR  (ii) electron-scattering due to phonon absorption 
Insufficient!!

Γ =
2π
ℏ ∑

n

⟨Ψfin |Hint |Ψn⟩⟨Ψn |Hint |Ψin⟩
Ein − En + iη

2

δ (Efin − Ein)Second order 
Fermi golden rule: 



Phonon-assisted indirect optical absorption (emission)

1. One photon absorbed (emitted) & 
one phonon is absorbed

2. One photon absorbed (emitted) & 
one phonon is emitted

interpolation of the ab initio quantities within the Wannier-
Fourier formalism makes the calculation feasible on mod-
ern computers. The calculated spectra with an energy
resolution of 30 meV (Fig. 3) converge with zone sums
of 24! 24! 24 electronic and 24! 24! 24 phonon
points. The imaginary part of the electron self-energy for
the intermediate electronic states was set to a constant
value (100 meV). However, the calculated data are not
very sensitive to the particular value of the quasiparticle
lifetime for photon energies in this spectral region.

To facilitate comparison with experiment, the theoretical
absorption spectra of Figs. 2 and 3 have been rigidly shifted
to the left along the energy axis by 0.15–0.23 eV in order
to match the onset of the experimental absorption curves.
This shift is needed to account for the numerical difference
between the calculated and experimental band gap, and for
finite-temperature effects on the quasiparticle energies
which we have not considered explicitly. Although the
GW method is the most accurate first-principles computa-
tional formalism for the calculation of quasiparticle prop-
erties presently available, it typically yields absolute
quasiparticle energies accurate to 0.1 eV. In our particular
case, we found that the calculated band gap is also within
this error bar larger than the experimentally measured
value. We note that no other first-principles method is
presently available to guarantee a more accurate result.
Moreover, the only temperature dependence we considered
in our calculations is for the phonon occupation numbers.
However, the quasiparticle energies themselves are
temperature-dependent because of additional finite-
temperature effects, such as lattice expansion and
electron-phonon renormalization [10,19–23]. We found
that the thermal-expansion correction to the indirect band
gap is small and amounts only to a 2.5 meV increase of
the LDA band gap as the lattice constant increases from the
0 K to the 400 K value [24], in agreement with Ref. [21].
On the other hand, empirical pseudopotential calculations
have shown that electron-phonon renormalization effects
are stronger and decrease the band gap of silicon by
approximately 0.05–0.1 eV for temperatures in the range
0–400 K [21]. We note that the determination of electron-
phonon-coupling corrections to quasiparticle energies from
first principles is still a subject of ongoing research [22].
The cumulative effects of this electron-phonon band-gap

FIG. 3 (color online). Calculated (solid lines) and experimen-
tal (circles) absorption coefficient of silicon in the energy range
between the indirect and direct gaps, for two temperatures.
Experimental data are from Ref. [26]. The theoretical spectra
have been shifted to match the experimental absorption onset.
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FIG. 2 (color online). Onset of the phonon-assisted optical absorption in silicon, as a function of photon energy and temperature. The
theoretical results (solid lines) are in good agreement with experiment (dashed lines). Experimental data are from Ref. [18]. The
theoretical curves have been shifted horizontally to match the onset of the experimental spectra.
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Indirect optical absorption in silicon (theory vs experiments)

Noffsinger et al., Phys. Rev. Lett. 108, 167402 (2012)

Theory: 2nd order Fermi golden rule + electron-phonon coupling 

method has been generalized [10] to obtain the electron-
phonon coupling matrix elements between arbitrary pairs
of points in the first BZ.

In this Letter, we developed a first-principles computa-
tional method, based on a Wannier-Fourier interpolation
formalism, to calculate the phonon-assisted optical absorp-
tion spectra of materials from first principles and applied it
to the case of interband absorption in silicon. The calculated
spectra near the absorption onset are in very good agreement
with experimental results for a range of temperatures.
Moreover, we were able to reproduce the absorption spec-
trum in the energy range between the indirect and direct
band gaps (1.1–3.4 eV), a spectral region that cannot be
accessed by standard model calculations. This region covers
the entire visible spectrum and is important for optoelec-
tronic applications. The computational formalism is quite
general and can be used to predict and analyze the phonon-
assisted optical absorption spectrum of any material.

To calculate the phonon-assisted absorption coefficient,
we use the Fermi’s golden rule expression [6,11]:
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where @! and ! are the energy and polarization of the
photon and nrð!Þ is the refractive index of the material at
frequency !. The generalized optical matrix elements, S1

and S2, are given by
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and correspond to the two possible paths of the indirect
absorption process (Fig. 1). They are determined in terms
of the velocity (v) and electron-phonon coupling (g) ma-
trix elements, as well as the real (%nk) and imaginary (!nk)
parts of the quasiparticle self-energies. The factor P ac-
counts for the carrier and phonon statistics,

P ¼ ðn#q þ 1
2 ( 1

2Þðfik ' fj;kþqÞ:

The upper (lower) sign corresponds to phonon emission
(absorption).

The Kohn-Sham eigenvalues were calculated within the
local density approximation (LDA) [12] to density func-
tional theory using a plane-wave pseudopotential approach
[13] with a kinetic energy cutoff of 35 Ry. The ground
state charge density was determined on a BZ grid of 14&
14& 14 k points. Quasiparticle energies within the GW
approximation for the self-energy operator [14] were de-
termined on a 6& 6& 6 grid and interpolated throughout
the BZ through the use of the maximally localizedWannier

function formalism [7]. We included 34 electronic bands in
the coarse-grid calculation and extracted 26 Wannier func-
tions, which reproduce the LDA band structure 10 eV
below and 30 eV above the Fermi level. The interpolated
quasiparticle band structure of silicon is shown in Fig. 1.
The indirect (1.3 eV) and direct (3.3 eV) quasiparticle band
gaps are in good agreement with previous calculations [14]
and experiment. The same formalism has been used to
interpolate the velocity matrix elements [4,9], including
the renormalization required [15] after theGW corrections.
The real ("1) and imaginary ("2) parts of the dielectric
function and the refractive index due to direct transitions,
required in Eq. (1) to determine the absorption coefficient,
were also determined at the quasiparticle level for a range
of photon frequencies. Lattice dynamics are calculated
using density functional perturbation theory [16]. The
electron-phonon coupling matrix elements are calculated
on the same coarse grid of electronic points, while the
dynamical matrices and phonon-potential perturbations
are calculated on a 6& 6& 6 grid of momentum-space
vectors [10] and interpolated for arbitrary pairs of points in
the first BZ using the epw code [17]. For the calculations of
the velocity and electron-phonon coupling matrix elements
we used the LDA wave functions, because their overlap
with the GW-corrected ones is better than 99.9% [14].
Phonon-assisted optical absorption in indirect-band-gap

semiconductors occurs for photons with energies greater
than the indirect band gap minus (plus) the energy of the
phonon absorbed (emitted) to assist the transition. The
onset of indirect absorption is calculated over a wide range
of temperatures in bulk silicon through Eq. (1) and the
results are shown in Fig. 2. Each curve displays a character-
istic knee, arising from the different energy onsets of the
phonon-absorption and phonon-emission terms, which be-
comes smoother with increasing temperature. The calcu-
lated data are in good agreement with experimental results
[18] for all temperatures measured. For these calculations,
we used fine grids of 40& 40& 40 for the k and q sums in
Eq. (1), respectively. These fine grids yield converged
optical spectra with an energy resolution of 14 meV, which
is quite small and necessary to resolve the fine features
near the absorption onset. Although the experimental data
near the edge can be fit with simple parameterized forms
[18], to our knowledge they have not been calculated
entirely from first principles previously.
In addition to the absorption onset, we are interested in

the phonon-assisted absorption spectrum in the energy
range between the indirect and direct band gaps, covering
the visible range. This spectral region involves transitions
between valence and conduction band states away from the
band extrema and, as a consequence, cannot be modeled
with simple parameterized forms. On the contrary, because
of the large number of electronic states and phonon modes
involved, first-principles calculations are the only compu-
tational tool that can access this spectral region. The
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method has been generalized [10] to obtain the electron-
phonon coupling matrix elements between arbitrary pairs
of points in the first BZ.
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trum in the energy range between the indirect and direct
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accessed by standard model calculations. This region covers
the entire visible spectrum and is important for optoelec-
tronic applications. The computational formalism is quite
general and can be used to predict and analyze the phonon-
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and correspond to the two possible paths of the indirect
absorption process (Fig. 1). They are determined in terms
of the velocity (v) and electron-phonon coupling (g) ma-
trix elements, as well as the real (%nk) and imaginary (!nk)
parts of the quasiparticle self-energies. The factor P ac-
counts for the carrier and phonon statistics,

P ¼ ðn#q þ 1
2 ( 1
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The upper (lower) sign corresponds to phonon emission
(absorption).

The Kohn-Sham eigenvalues were calculated within the
local density approximation (LDA) [12] to density func-
tional theory using a plane-wave pseudopotential approach
[13] with a kinetic energy cutoff of 35 Ry. The ground
state charge density was determined on a BZ grid of 14&
14& 14 k points. Quasiparticle energies within the GW
approximation for the self-energy operator [14] were de-
termined on a 6& 6& 6 grid and interpolated throughout
the BZ through the use of the maximally localizedWannier

function formalism [7]. We included 34 electronic bands in
the coarse-grid calculation and extracted 26 Wannier func-
tions, which reproduce the LDA band structure 10 eV
below and 30 eV above the Fermi level. The interpolated
quasiparticle band structure of silicon is shown in Fig. 1.
The indirect (1.3 eV) and direct (3.3 eV) quasiparticle band
gaps are in good agreement with previous calculations [14]
and experiment. The same formalism has been used to
interpolate the velocity matrix elements [4,9], including
the renormalization required [15] after theGW corrections.
The real ("1) and imaginary ("2) parts of the dielectric
function and the refractive index due to direct transitions,
required in Eq. (1) to determine the absorption coefficient,
were also determined at the quasiparticle level for a range
of photon frequencies. Lattice dynamics are calculated
using density functional perturbation theory [16]. The
electron-phonon coupling matrix elements are calculated
on the same coarse grid of electronic points, while the
dynamical matrices and phonon-potential perturbations
are calculated on a 6& 6& 6 grid of momentum-space
vectors [10] and interpolated for arbitrary pairs of points in
the first BZ using the epw code [17]. For the calculations of
the velocity and electron-phonon coupling matrix elements
we used the LDA wave functions, because their overlap
with the GW-corrected ones is better than 99.9% [14].
Phonon-assisted optical absorption in indirect-band-gap

semiconductors occurs for photons with energies greater
than the indirect band gap minus (plus) the energy of the
phonon absorbed (emitted) to assist the transition. The
onset of indirect absorption is calculated over a wide range
of temperatures in bulk silicon through Eq. (1) and the
results are shown in Fig. 2. Each curve displays a character-
istic knee, arising from the different energy onsets of the
phonon-absorption and phonon-emission terms, which be-
comes smoother with increasing temperature. The calcu-
lated data are in good agreement with experimental results
[18] for all temperatures measured. For these calculations,
we used fine grids of 40& 40& 40 for the k and q sums in
Eq. (1), respectively. These fine grids yield converged
optical spectra with an energy resolution of 14 meV, which
is quite small and necessary to resolve the fine features
near the absorption onset. Although the experimental data
near the edge can be fit with simple parameterized forms
[18], to our knowledge they have not been calculated
entirely from first principles previously.
In addition to the absorption onset, we are interested in

the phonon-assisted absorption spectrum in the energy
range between the indirect and direct band gaps, covering
the visible range. This spectral region involves transitions
between valence and conduction band states away from the
band extrema and, as a consequence, cannot be modeled
with simple parameterized forms. On the contrary, because
of the large number of electronic states and phonon modes
involved, first-principles calculations are the only compu-
tational tool that can access this spectral region. The
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Two possible processes: 

generalized matrix 
elements

delta function for 
energy conservation



Part 2 

Polaronic satellites in  
angle-resolved photoemission spectroscopy (ARPES) 



Satellites in photoemission: a hallmark of electron-boson interaction
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Each bulk plasmon peak has a surface plasmon
satellite, again generated by convolution,
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FIG. 1. Aluminum 2s plasmon spectrum (a) solid line,
XPS data; (b) dots, Al 2p in elastic tail; (c) dashes, XPS
data minus Al 2p inelastic tail.
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FIG. 3. Magnesium 2s plasmon spectrum (a) solid
line, XPS data and (b) dots, generated spectrum.

number of (extrinsic) bulk plasmons produced by a
photoelectron originating at a depth z is Q(z) =z/l,
where l is the mean free path for plasmon emis-
sion. The probability of creating n bulk plasmons
by a (fast) photoelectron originating at a depth z is
then

p(n, z) = exp(- z/f) (z/f)"/n! . (6)

Analysis is facilitated by adding each bulk plasmon
peak to its surface plasmon satellite. For exam-
ple,

R~ =P~+S&,
R„=P„+S„.

(4)

(5)
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FIG. 2. Aluminum 2s plasmon spectrum: solid line,
XPS data (2p plasmons subtracted); dots, general spec-
trum; dashes, components of generated spectrum.

The relative weights of the R„were varied to yield
good visual fits to the data. The results for the
Al 2s level, exhibiting the individual surface and
bulk plasmon components are shown in Fig. 2.
Figures 3 and 4 show the generated and experimen-
tal spectra for Mg and Na, respectively.
We use Mahan's model of random sPatial emis-

sion of extrinsic plasmons. That is, the average

p(n) = dip(n, z) =l,

independent of n. We find, however, that the area
ratio
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FIG. 4. Sodium 2s plasmon spectrum (a) solid line,
XPS data. and (b) dots, generated spectrum.

We remind the reader that this is the probability
of finding n randomly distributed points with mean
separation l in a distance z. It is not equivalent
to a Poisson distribution of the spectral intensities.
In fact, since the penetration depth of the x-rays
is orders of magnitude greater than l, the total
probability of n bulk plasmons is proportional to

Pardee et al., Phys. Rev. B 11, 3614 (1975)

Metals 
using a decoupling approximation that leads to an expo-
nential representation of the one-particle Green’s function.
Together with an estimate for extrinsic and interference
effects, we obtain results for the quasiparticle peaks and
satellites in excellent agreement with experiment. Our
theoretical results can be expressed in terms of a dynamical
vertex correction, a powerful basis for further modeling.

Angular resolved valence photoemission (ARPES) mea-
surements were performed at the UHV photoemission
experimental station of the TEMPO beam line [19] at the
SOLEIL synchrotron radiation source. Linearly polarized
photons from the Apple II type Insertion Device (HU44)
were selected in energy using a high resolution plane grat-
ing monochromator with a resolving powerE=!E ¼ 5000.
The end-station chamber (base pressure 10"10 mbar) is
equipped with a modified SCIENTA-200 electron analyzer
with a delay-line 2D detector which optimizes the
detection linearity and signal/background ratio [20]. The
overall energy resolution was better than 200 meV.
The photon beam impinges on the sample at an angle of
43#, and photoelectrons were detected around the sample
surface normal with an angular acceptance of $6#. An
n-type (ND ’ 2% 10"18P atoms=cm3) Si(001) wafer was
cleaned from the native oxide by flash annealing at 1100 #C
after prolonged degassing at 600 #C in ultrahigh vacuum.
The silicon surface was annealed at 300 #C to prevent
surface etching, and hydrogenated in a partial pressure of
activated hydrogen about 2% 10"8 mbar for 20 min. The
ARPES was measured along the " direction. At 800 eV
kinetic energy the Si Brillouin zone is observed with an
emission angle slightly smaller than 5#. The measured
photoemission map was integrated over the spectral inten-
sity originated by two Brillouin zones. The Fermi level was
obtained by measuring a clean Au(111) surface. The ex-
perimental data (crosses) are summarized in Fig. 1. One can
distinguish the quasiparticle peaks between the Fermi level
at zero and the bottom valence at"12 eV, followed by two
prominent satellite structures, each at a mutual distance of
about 17 eV, as well as a more weakly visible third satellite
between "52 and "60 eV. These structures are obviously
related to the 17 eV silicon bulk plasmon [21,22].

The exact one-electron Green’s function G is described
by an equation of motion with the form of a functional
differential equation [23],

G ¼ G0 þ G0VHG þG0’G þ iG0vc
!G
!’

: (1)

Here G0 is the noninteracting Green’s function, ’ is a
fictitious external perturbation that is set to zero at the
end of the derivation, vc is the bare Coulomb interaction,
and all quantities are understood to be matrices in space,
spin, and time. The Hartree potential VH gives rise to
screening to all orders. Linearizing VH with respect to ’
yields [24]

Gðt1t2Þ ¼ G0
Hðt1t2Þ þ G0

Hðt1t3Þ #’ðt3ÞGðt3t2Þ

þ iG0
Hðt1t3ÞW ðt3t4Þ

!Gðt3t2Þ
! #’ðt4Þ

; (2)

where #’ is equal to ’ screened by the inverse dielectric
function,W is the screened Coulomb interaction, and G0

H
is the Green’s function containing the Hartree potential at
vanishing #’; only time arguments are displayed explicitly
and repeated indices are integrated. This linearization pre-
serves the main effects ofW and hence of plasmons. With

the additional approximation !Gðt3t2Þ
! #’ðt4Þ ’ Gðt3t4ÞGðt4t2Þ one

obtains the Dyson equation G ¼ G0
H þ G0

H"G in the
GWA for the self-energy ". However this approximation
can be problematic. For the following analysis we use
the standard G0W0 approach, where G0 is taken from a
local-density approximation calculation and W 0 is the
screened interaction in the random phase approximation.
Figure 2 shows the G0W0 spectral function Að!Þ ¼
1
" jIm"ð!Þj=f½!" "H " Re"ð!Þ*2 þ ½Im"ð!Þ*2g of Si
[25] at the $ point, for the top valence (solid line) and
bottom valence (dashed), respectively. The top valence
shows a sharp quasiparticle peak followed by a broad,
weak satellite structure at about "21 eV. This peak stems
from the prominent peak in Im" (full circles) at about
"18 eV, itself due to the plasmon peak in ImW . It is a
typical plasmon satellite, though (cf. [7]), the QP-satellite
spacing is slightly overestimated because the term !"
"H " Re" (full squares) in the denominator of the expres-
sion for Að!Þ is not constant. However the GWA has a
more severe problem: for the bottom valence, the satellite
structure at about "36 eV is much too far from the QP
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FIG. 1 (color online). Experimental XPS spectrum of Si at
800 eV photon energy (blue crosses), compared to the theoretical
intrinsic Að!Þ calculated from G0W0 (red dashed line), and from
Eq. (4) (green dot-dashed line). On top of the latter the black
solid line also includes extrinsic and interference effects. All
spectra contain photoabsorption cross sections, a calculated
secondary electron background and 0.4 eV Gaussian broadening
to account for finite k-point sampling and experimental resolu-
tion. The Fermi energy is set to 0 eV.
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A strong stimulus for the development of (ab-
initio) theories of the electron-boson interaction

3

Figure 4. Feynman diagram representation of the Green’s
function in the GW and GW+ cumulant approach. Arrows
denote non-interacting Green’s function, whereas wiggly lines
represent the screened Coulomb interaction.

one to incorporate higher-order exchange-correlation di-
agrams which are not included by the GW approxima-
tion. In Fig. 4 we report the perturbative expansion of
the Green’s function in terms of the screened Coulomb
interaction W up to second order in the perturbation,
for the GW approximation and for the GW+cumulant
approach, respectively [11]. Figure 4 illustrates that the
cumulant approach accounts for second-order diagrams
not included in the GW approximation. In particular,
these additional terms incorporate virtual scattering pro-

cesses related to the interaction of an electron with mul-
tiple plasmonic excitations. The improved description of
plasmonic-polaron structures in the GW+cumulant ap-
proach can thus be attributed to the inclusion of second-
order (and higher) screened Coulomb interaction lines,
not accounted for in the GW approach.
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ductors arise from the coupling of n-type carriers with
polar longitudinal-optical (LO) phonons, and they mani-
fest themselves in ARPES spectra via satellite structures
at energies matching the LO phonon energies. In 1T -
HfS2, the energy separation between the quasiparticle
and satellite peak (200 meV) exceeds the LO phonon en-
ergies (<40 meV, see e.g., the phonon dispersion in Ap-
pendix B). The discrepancy of these energy scales enables
us to promptly exclude the Fröhlich electron-phonon in-
teraction as a source of polaronic coupling. The absence
of spectral fingerprints of Fröhlich polarons can be easily
rationalized by noting that (i) 1T -HfS2 is a weakly polar
crystal, i.e., it is characterized by small Born e↵ective
charges, and (ii) at the high doping concentration con-
sidered in our work electron-phonon coupling is screened
by free carriers, thus, further mitigating the e↵ects of
Fröhlich coupling.

In the following, we thus proceed to inspect the
electron-plasmon interaction as a possible source of po-
laronic coupling, and we analyze its influence on the
emergence of photoemission satellites. To quantify the
electron-plasmon interaction and its e↵ect on the ARPES
measurements, we evaluate the electron self-energy due
to the electron-plasmon interaction, which in the Fan-
Migdal approximation can be expressed as [? ]:

⌃epl
nk =

Z
dq

⌦BZ

X

m

|geplmn(k,q)|2 (1)

⇥
"

nq + fmk+q

"nk � "mk+q + ~!pl
q + i⌘

+
nq + 1� fmk+q

"nk � "mk+q � ~!pl
q + i⌘

#

where ⌦BZ is the Brillouin zone volume, m and n are
band indices, k and q are Bloch wave vectors, nq de-
notes the Bose-Einstein and fmk+q the Fermi-Dirac dis-
tribution, " are the Kohn-Sham (KS) eigenstates, !pl

q is
the plasmon frequency and ⌘ is a positive infinitesimal.
The integral runs over the Brillouin zone volume. The
first term accounts for electron scattering processes in-
volving the absorption of a plasmon +!pl

q , while the sec-
ond term accounts for hole scattering processes mediated
by plasmon emission. geplmn denotes the electron-plasmon
coupling matrix elements, that can be expressed as [? ]:

geplmn(k,q) =

"
@✏(q,!)

@!

����
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q

#� 1
2
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⇥
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4⇡

⌦BZ

◆ 1
2 1

|q| h mk+q|eiq · r| nki.

Here, ✏ is the dielectric function, h mk+q|eiq · r| nki the
dipole matrix element and  k the Kohn-Sham orbital.
The |q|�1 singularity in the electron-plasmon coupling
matrix element is reminiscent of the Fröhlich interaction
in polar semiconductors, and it indicates that the long-
wavelength plasmons dominate electron-plasmon scatter-
ing processes.

Owing to the dependence of the matrix elements geplmn
on the dielectric function, the electron-plasmon inter-

action is profoundly influenced by the screening envi-
ronment of the system. In 1T -HfS2, the alkali dopant
atoms are concentrated in the vicinity of the surface
and, possibly, underneath the first 1T -HfS2 layers of the
sample. Correspondingly, the dielectric screening expe-
rienced by n-type carriers is mitigated as compared to
bulk carriers. To account for the charge localization at
the surface we introduce an e↵ective dielectric constant
"S1 = ("HfS2

1 + 1)/2 = 3.6, with "HfS2
1 = 6.2 being the

high-frequency dielectric constant of bulk 1T -HfS2 [? ? ].
Further details on the evaluation of the electron-plasmon
matrix elements can be found elsewhere [? ]. Based
on this value, we estimate the plasmon frequency to be
200 meV for a doping concentration n = 1.5 · 1020 cm�3,
which matches closely the satellite energy, thus, suggest-
ing electron-plasmon coupling as a likely origin of this
polaronic feature.
In Figs. ??(c)-(d) the real and imaginary part of the

electron self-energy due to electron-plasmon coupling are
presented, respectively, for doping carrier concentrations
n = 7.5 ·1019, 1.5 ·1020, and 2.25 ·1020 cm�3. The middle
value coincides with the doping concentration determined
from experiment. The corresponding imaginary parts of
the self-energy in Fig. ??(d) exhibit a sharply peaked
structure with a Lorentzian line profile in the vicinity
of the energy "k � ~!pl. For larger doping concentra-
tions, we observe a progressive red-shift of the peak in
Im⌃ and an increase of its intensity, which arise from the
increase of plasmon energy and of the electron-plasmon
coupling matrix elements, respectively. The real part of
the self-energy is related to Im⌃ by a Kramers-Kronig’s
transformation and it thus also has a similar dependence
on the doping concentration.
Based on the electron self-energy, we proceed to in-

vestigate the signatures of electron-plasmon coupling in
ARPES. Earlier studies revealed that ab-initio calcula-
tions of photoemission satellites based on the Fan-Migdal
approximation overestimate the satellite energy and in-
tensity by up to 50% as compared to experiment [? ? ].
To circumvent this limitation, we evaluate the spectral
function based on the cumulant expansion approach [?
]. The cumulant expansion representation of the spectral
function can be expressed as [? ? ? ]:

A(k,!) =
X

n

eA
S1
nk(!) ⇤AQP

nk (!). (3)

Here, ⇤ denotes a convolution product and AQP
nk (!) =

2⇡�1 Im[~!�"nk�⌃epl
nk("nk)]

�1 is the quasiparticle con-
tribution to the spectral function evaluated in the “on
the energy shell” approximation, in which the frequency
dependence of the self-energy ⌃nk(!) is replaced by the
KS energy ! = "nk [? ? ]. The satellite part of spectral
function is further given by [? ]:

AS1
nk(!) = ��nk(!)� �nk("nk)� (! � "nk)�0

nk("nk)

(! � "nk)2
,

(4)

Cumulant representation of the spectral function
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strategy leads to a more accurate treatment of dynamical
correlation as compared to the standard GW approximation
[22]. The cumulant expansion draws from the exact solution
of the polaron problem [16] and was originally applied to
study plasmon satellites in core-level spectra [13].
Importantly, it is also valid in the case of valence electrons,
as the effects of electron recoil (change of electron momen-
tum) upon plasmon emission tend to cancel out [4].
In this work, we use the formulation of the cumulant

expansion given by [4] and [17], which we will refer to as
the GW þ CAHK approach. In this formulation, only the
first cumulant is retained in order to describe the line shape
of quasiparticles and one-plasmon excitations. The case of
n-plasmon excitations (n ≥ 2) is of little interest here since
the corresponding spectral signatures are damped by the
Lang-Firsov factor an=n!, with a the average number of
plasmons around the hole [13]. The GW þ CAHK spectral
function can be expressed as [17]

Aðk;ωÞ ¼
X

n

½AQP
n ðk;ωÞ þ AQP

n ðk;ωÞAC
n ðk;ωÞ&: ð1Þ

Here AQP
n denotes the quasiparticle contribution to the

G0W0 spectral function:

AQP
n ðk;ωÞ ¼ 1

π
jΣ00

nkðεnkÞj
½ω − εnk − Σ0

nkðεnkÞ&2 þ ½Σ00
nkðεnkÞ&2

; ð2Þ

where Σ0 ðΣ00Þ indicates the real (imaginary) part of the
G0W0 self-energy [22,23], and εnk the Kohn-Sham eigen-
value. In Eq. (2), it is assumed that the off-diagonal
elements of the self-energy are small and can be neglected,
as is typically the case [23,33]. The term AC

n in Eq. (1) is
defined as [17]

AC
n ðk;ωÞ ¼

βnkðωÞ − βnkðεnkÞ − ðω − εnkÞ∂βnk∂ω jεnk
ðω − εnkÞ2

; ð3Þ

where βnkðωÞ ¼ π−1Σ00
nkðωÞθðμ − ωÞ, μ being the chemical

potential. This term accounts for interactions between the
photo-hole and one-plasmon excitations [32], and its
contribution to the spectral function in Eq. (2) is to be
identified with plasmonic polarons.
Using Eqs. (1)–(3), we now investigate the signatures of

plasmonic polarons in silicon. In Figs. 1(a) and 1(b), we
report the angle-resolved spectral function of silicon
obtained from the Sternheimer-G0W0 approach (SGW)
and SGW plus cumulant (SGW þ CAHK), respectively.
Details on SGW are provided in Refs. [34,39,40]. For
silicon, the experimental (integrated) photoemission spec-
trum shown in Fig. 1(c) is characterized by a broadened
plasmonic resonance covering approximately the energy
range from 16 eV to 30 eV below the Fermi energy. In this
resonance, we can clearly identify three distinct structures
(dashed blue lines). The bright energy bands visible in
Fig. 1(a) for binding energies between 0 and 12 eV
correspond to the standard quasiparticle peaks. These peaks

result from photoionization processes occurring in the
absence of plasmon excitations, and they define the
ordinary valence band structure of silicon. In addition to
the quasiparticle features, the spectral function exhibits a
rich structure at binding energies between 15 and 30 eV.
These structures can be identified with plasmonic polarons.
These features are present already at the G0W0 level;
however, their energy range is largely overestimated and,
thus, not compatible with the plasmonic features observed
in XPS. The inclusion of the cumulant correction in
SGW þ CAHK moves the plasmonic polaron resonances
to lower binding energies, improving the agreement with
the experimental spectrum significantly. This improvement
reflects the inclusion of higher-order exchange-correlation
diagrams in the GW þ CAHK Green function, as discussed
in more detail in Ref. [34].
Unexpectedly, plasmonic polarons exhibit dispersion

relations which follow closely the ordinary band structure
resulting from the quasiparticle peaks. The striking sim-
ilarity between the dispersion of the valence bands and the
plasmonic structures suggests that we are looking at band
structures of plasmonic polarons. Plasmonic polaron bands
appear as blueshifted replicas of the ordinary valence
bands, but they are considerably broader and less intense.
The comparison of Figs. 1(b) and 1(c) suggests that the
plasmon satellite of silicon [18] results from the momentum
average of plasmonic polaron bands over the first Brillouin
zone. For quasiparticles, it is well known that the density of
states is characterized by singularities (known as van Hove
singularities) at the energies for which the first momentum
derivative of the quasiparticle bands vanishes (∇kεk ¼ 0).
Correspondingly, peaks in the density of states can be
associated with extremal points of quasiparticle bands.

FIG. 1 (color online). Angle-resolved spectral function of
silicon on a logarithmic scale for wave vectors along the Γ-X
high-symmetry line, evaluated using (a) the Sternheimer-GW
method (SGW) and (b) the SGW plus cumulant (SGW þ CAHK)
approach. (c) Measured x-ray photoemission spectrum of silicon
(XPS) from Ref. [18]. The blue dashed lines indicate the three
features discussed in the main text.
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In summary, Eqs. (2) and (5) define a simple general
procedure for predicting the plasmonic polaron band struc-
tures of systems characterized by well-defined plasmonic
excitations, avoiding the explicit calculation of the GW
self-energy. The resulting model requires knowledge of a
few parameters which, for semiconductors, may easily be
inferred from experiment and/or first-principles calculations:
the plasmon energy !p, the quasiparticle weight Znk, and
the quasiparticle band gap Eg. For sp-bonded semiconductors
typically 0.7 < Znk < 0.9. In the following, we assume Znk !
0.8, as, e.g., for bulk Si and Ge. To further reduce the number
of external parameters, we obtain the plasmon energy !p

from a simple model for the frequency-dependent dielectric
function of semiconductors [30]: !2

p = ω2
p + E2

g , where ωp

is the homogeneous electron gas plasma frequency at the
valence electron density [30] and Eg the quasiparticle band
gap. In the following, we consider the experimental value for
the quasiparticle band gap Eg. Once the parameters !p, Eg,
and Z are given, the evaluation of Eq. (5) can be performed
through a simple band-structure calculation. In the following,
all calculations are performed in a plane-wave basis within the
QUANTUM ESPRESSO code [31,32].

Before moving on to discuss electron-plasmon interactions
in semiconductors, we briefly summarize the approximations
employed in the plasmonic polaron model and we comment
on their validity. The only assumptions used until this point
are that (i) the imaginary part of the self-energy can be
approximated by a sharp pole at the plasmon energy and (ii)
the photoemission process can be described within the sudden
approximation.

The assumption (i) is based on the fact that systems
characterized by plasmonic excitations typically exhibit a well-
defined resonance in the imaginary part of the inverse dielectric
function ε (owing to its relation to the electron energy loss
function [33]) which introduces a corresponding plasmonic
resonance in Im$ via the relation Im$ = Im[ε−1v]G. This
approximation is thus justified for systems in which the
plasmon-pole approximation yields a reasonable description of
the inverse dielectric matrix. The plasmon energy dispersion,
neglected within approximation (i), would introduce an addi-
tional broadening of the self-energy but it is not expected to
alter the qualitative spectral features obtained from the model.
The approximation (ii) in practice corresponds to neglecting
extrinsic effects to the photoemission process [12,34–36].
Extrinsic effects, which account for the interactions between
the photoelectron and the system after emission, are expected
to introduce an additional broadening of the plasmonic polaron
features and a renormalization of their intensity [12,18]. Ad-
ditionally, in the following we estimate the plasmon energies
from a simplified dielectric function model for semiconductors
which assumes that collective charge density fluctuations
involve the entirety of the valence electrons and that electronic
states are sufficiently delocalized [37,38] (conditions obeyed
by sp-bonded systems as those considered here). For d-
and f -electron systems, where these conditions may not
apply, it would be more appropriate to employ plasmon
energies derived either from experiment, from first-principles
calculations of the energy-loss function in the random-phase
approximation, or from more elaborate dielectric function
models.

III. PLASMONIC POLARONS AND PLASMONIC VAN
HOVE SINGULARITIES

As a first step, we validate the plasmonic polaron model
by comparing the spectral function of silicon obtained from
Eq. (5) with accurate first-principles calculations based on the
Sternheimer GW+cumulant approach [11,15,21,39] (SGW +
CAHK). In short, SGW provides an accurate reference method
for the calculation of the full spectral function. In particular,
in SGW (i) summations over empty states are avoided by
computing the screened Coulomb interaction W and Green’s
function through the iterative solution of the Sternheimer
equation and (ii) besides the RPA there are no further
approximations (as, e.g., the plasmon-pole model) involved in
the computation of the dielectric function. More details on the
theoretical and numerical aspects underlying the Sternheimer-
GW approach can be found elsewhere [21,39,40]. In Fig. 1,
we report the angle-resolved spectral function of silicon
for momenta within the first Brillouin zone along the %-X
high-symmetry line as obtained from (a) the plasmonic polaron
model [Eq. (5)] and (b) the SGW + CAHK approach. The PBE
band structure of silicon and its plasmonic polaron replica
(redshifted by the plasmon energy !p) are superimposed as
a continuous blue line for comparison. Overall, as illustrated
in Fig. 1, the proposed plasmonic polaron model allows us to
reproduce the qualitative features of SGW + CAHK approach
at the cost of a band-structure calculation. Based on this
finding, we now move on to discuss the full spectral function
of Si, GaAs, Ge, and diamond and the spectral fingerprints of
plasmonic polaron excitations in these compounds.

In Fig. 2 we report (a) the full spectral function of silicon
evaluated within the plasmonic polaron model and (c) the
corresponding DOS. The plasmonic polaron DOS has been
calculated by ignoring the frequency-dependent component of

FIG. 1. (Color online) Angle-resolved spectral function of sili-
con for momenta along the %-X direction evaluated from (a) the
plasmonic polaron model [Eq. (5)] and (b) converged SGW + CAHK

calculations from Ref. [15]. The vertical arrow indicates the plasmon
energy !p of silicon. The bare PBE band structure and its shifted
plasmonic polaron replica are shown in blue.
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FIG. 3. (Color online) Spectral function of (a) Ge and (c) GaAs determined from the plasmonic polaron model [Eq. (5)]. The plasmonic
polaron intensity has been magnified by a factor of 3 to enhance visibility. α, β, and γ denote regions characterized by low density of states due
to the absence of plasmonic polarons and quasiparticle states. Panels (b) and (d): quasiparticle and plasmonic polaron DOS of Ge and GaAs.

of the plasmon satellites in the integrated photoemission
measurements of solids. In particular, plasmon satellites can
be attributed to plasmonic Van Hove singularities and their
substructures arise from the flattening of the plasmonic polaron
bands at different high-symmetry points in the Brillouin zone.

We now move on to discuss the plasmonic polaron band
structures of Ge and GaAs. In Fig. 3 we report the full
spectral function of Ge (a) and GaAs (c) determined from
the plasmonic polaron model and the corresponding DOS in
panels (b) and (d), respectively. The spectral functions of Ge
and GaAs exhibit similar qualitative features to Si. For binding
energies up to 15 eV below the Fermi energy, the spectrum is
characterized by the ordinary quasiparticle band structure. For
binding energies larger than 15 eV, the spectral function is
dominated by the plasmonic polaron bands. These bands are
expected to provide a dominant contribution to the density of
states in this energy range. Overall for Si, Ge, and GaAs, the
broadening of the plasmonic polaron bands may obstruct the
experimental observation of the individual bands. However,
based on the results presented in Figs. 2 and 3, we identify
general patterns that may drive the experimental observation
of plasmonic polaron bands. In particular, Si, Ge, and GaAs
manifest a depletion of density of states around the $ point
for binding energies between 20 and 30 eV. As illustrated
in Fig. 3, this leads to the emergence of a diamond-shaped
structure (denoted as γ in Fig. 3) in ARPES measurements.
The low-intensity region γ can be attributed to the gap between
the first three degenerate plasmonic polaron bands (that is, the
plasmonic replica of the three topmost quasiparticle bands) at
the $ point and the fourth plasmonic polaron band. Similarly,
we observe a lowering of spectral intensity around W and X
(denoted as α and β in Fig. 3) for binding energies between
11 and 18 eV below the Fermi energy. In this case, the α and
β regions stem from the gap between the lowest quasiparticle
band and the first plasmonic polaron band.

Our calculations for the plasmonic polarons DOS
[Figs. 3(b) and 3(d)] indicates that, similarly to the quasi-
particle DOS, plasmonic polarons lead to the formation of
well-defined Van Hove singularities. We thus predict that x-ray
photoemission spectroscopy measurements of Ge (GaAs)

should reveal a plasmon satellite characterized by at least
three different structures at binding energies of 18.5, 23.0,
and 26.1 eV (18.1, 22.0, and 26.3 eV). As in the case of
silicon, we attributed these structures to the flattening of the
plasmonic polaron bands at different high-symmetry points of
the Brillouin zone (the X, %, and L points) as illustrated in
panels (b) and (d) of Fig. 3.

As a last example, we consider the case of diamond. The
electronic properties of diamond are qualitatively different
from those of the semiconductors discussed above. In particu-
lar, diamond is a wide gap insulator (Eg ! 5.5 eV); its bands
are more dispersive than Si, Ge, and GaAs; and it has a larger
plasmon energy %p ! 22.5 eV. These features are expected to
affect considerably the band structures of plasmonic polarons.
An inspection of the full spectral function [Fig. 4(a)] reveals
that the plasmonic polaron bands emerge at larger binding
energies as compared to the other compounds, owing to the
larger plasmon energy %p. Because of the shorter lifetime
of plasmonic polarons at these binding energies, however,
their spectral signatures appear broader and less intense. For
the case of diamond, electron-plasmon interactions are thus

FIG. 4. (Color online) Spectral function (a) and DOS (b) of
diamond determined from the plasmonic polaron model [Eq. (5)].
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FIG. 2. (Color online) (a) Experimental photoemission spectrum along φ = −60◦ (see the Appendix for a description of the experimental
photoemission setup). (b),(c) Theoretical photoemission spectra from GW plus cumulant theory and GW theory, respectively. (d),(e),(f) Same
spectra as in (a), (b), and (c), but only the binding energy range relevant to the first satellite is shown.

sea to the appearance of a hole in the photoemission process
by approximating the electron self-energy as the first term in
a Feynman series expansion in the screened Coulomb inter-
action, but it neglects the contribution of other higher-order
Feynman diagrams describing additional correlation effects
between electrons. For low-energy quasiparticle properties,
such as the electronic band gaps and quasiparticle dispersion
relations of semiconductors and insulators, the GW approach
has resulted in very good agreement with experimental
measurements from first principles [20]. However, much less
is known about its accuracy for satellite properties. For the
special case of a dispersionless hole (such as the hole resulting
from the removal of an electron from a tightly bound atomic
core state) interacting with plasmons, the GW approach fails
dramatically to describe the satellite properties [10,12,21]. The
exact solution of this model problem can be obtained using a

cumulant expansion of the Green’s function [22]. The resulting
spectral function exhibits an infinite series of satellite peaks,
separated by the plasmon energy from the quasiparticle peak
and from each other. The GW approach instead predicts a
single satellite peak separated from the quasiparticle peak by
1.5 plasmon energies [23]. This demonstrates that theories con-
taining additional correlation effects beyond GW theory can
give rise to qualitatively different predictions for the satellites.

The first-principles GW plus cumulant (GW + C) approach
[10] we use in the present study is a means to generalize the
exact solution of the core electron problem to the case of
dispersing valence electrons [21,24]. It retains the accuracy of
the first-principles GW approach for quasiparticle properties,
but includes approximately an infinite number of higher-order
diagrams, which are needed for an accurate description of
satellite properties.
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Full replicas of the band structure due to the electron-plasmon interactions
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created by the photon beam in a thin layer below the
surface. If the sample is at the same time exposed to a
small O2 partial pressure, a competing reoxidation process
takes place. A dynamic equilibrium is reached, which
depends on the photon flux at the sample. This offers a
unique opportunity to study the electronic states of anatase
at various electron densities, without changing ex situ
the stoichiometry or adding extrinsic impurities. In the
following experiment, we kept the photon flux on the
sample constant, and varied the oxygen pressure between
2! 10"10 and 5! 10"8 mbar. The corresponding elec-
tron densities, estimated from the volume of the elec-
tron pocket at the bottom of the CB, varied between
#5! 1020 cm"3 and 1018 cm"3, respectively. At constant
oxygen pressure, data could be collected for several hours
without appreciable changes.

Figure 4 shows spectra of the CB for various doping
levels. Panel (a) for ne ¼ 5! 1018 cm"3 shows a very
shallow electron pocket and well-defined satellites. At T ¼
20 K, the momentum width !k of the ARPES spectral
function at kF gives a QP coherence length l ¼ 1=!k ¼
7 "A. Therefore, in this low-density limit the polaronic QPs
cannot move freely for more than#2 unit cells. Increasing

the carrier density to ne ¼ 3! 1019 cm"3 in (b) and to
ne ¼ 1! 1020 cm"3 in (c), one observes that (i) the QP
band dispersion deviates from a parabola, and (ii) near the
bottom of the band, the QP intensity is reduced and the
satellite spreads into the background. At ne ¼ 3:5!
1020 cm"3 the QP band is visible only near the Fermi level
crossings at %kF. For smaller wave vectors, the QP inten-
sity is strongly suppressed, with most of the spectral weight
spread over a broad energy range (the ‘‘hump’’).
The dispersion seen in Figs. 4(d1) and (d2) in the vicinity

of E ¼ @!0 is reminiscent of the characteristic kink struc-
ture encountered in several Fermi liquids with more mod-
erate e-ph coupling. The evolution of the CB states with
doping indeed suggests a breakdown of the single-polaron
picture, as charges added to the CB progressively screen
the e-ph interaction. Polarons, which are well-defined QPs
at low density, eventually lose coherence and dissociate
into an electron liquid coupled to the phonon(s). The
spectral weight distribution for high dopings can be repro-
duced by standard perturbation theory [24] (Supplemental
Material [15]).
Our observations shed light on the conduction mecha-

nisms taking place in anatase-based devices, and in par-
ticular on the role of the e-ph coupling, which has been
shown to represent the dominant scattering process at
typical operating temperatures in pristine and doped films
[9]. The tunability of the doping level by UV (or e-beam)
illumination over a very broad range is attractive for
numerous applications, and in particular in the field of
transparent conductors. Carrier densities >1020 cm"3,
necessary for thin film operation, can be reached without
extrinsic metal dopants, which are additional scattering
centers [10]. Moreover, the possibility of after-growth
patterning of conductive paths could yield important prac-
tical advantages. Namely, the initial growth conditions
could be set independently of the required final conductiv-
ity, and etching processes often involved in oxide structur-
ing could potentially be avoided.
Finally, the present study is likewise relevant for

anatase-based devices employing nanostructured materi-
als, where the overall transport properties depend on inter-
as well as intraparticle processes. The crossover from a
polaronic to a diffusive regime is expected to occur
when the overlap between the polaron clouds becomes
significant. The ARPES data of Fig. 4 suggest that this
happens around n&e ’ 1019 cm"3. Estimating the polaron
radius rp from the average separation between polarons

d# n"1=3 ¼ 2rp, gives rp # 20 "A. By comparison,
Fröhlich’s model in the intermediate coupling regime

yields rp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi@=2m&!0

p
’ 10 "A. Both values are much

smaller than the typical dimensions (few nm) of anatase
nanoparticles considered for applications. Therefore, the
polaronic nature of the QPs and their evolution upon
electron doping must necessarily be taken into account
when modeling transport in actual devices.
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FIG. 4 (color online). Evolution of the CB states with doping.
The ARPES spectra (h! ¼ 85 eV) were measured at T ¼ 20 K
along the dashed line (ky ¼ 2"=a) of Fig. 1(c) for samples with
ne ¼ 5! 1018 cm"3 (a1), ne ¼ 3! 1019 cm"3 (b1), ne ¼ 1!
1020 cm"3 (c1), and ne ¼ 3:5! 1020 cm"3 (d1). The same data
are also presented as E vs kx image plots in the bottom panels
(a2)–(d2). A doping scan with finer steps is presented as a movie
with the Supplemental Material [15].
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electron-plasmon coupling matrix elements. For the sake of
numerical stability, it is desirable to circumvent the explicit
evaluation of the derivative term in Eq. (3). As illustrated in
the supplemental material of Ref. [13], for |q| < qc, where
qc = kF[(1 + ωpl/εF)1/2 − 1] is the critical momentum that
marks the onset of Landau damping and εF is the Fermi energy,
the derivative term in Eq. (3) can be expressed as

[
∂ε

∂ω

∣∣∣∣
ω

pl
q

]−1

= −ω
pl
q

2
[εD(q,0)−1 − εI(q,0)−1], (9)

where εI is the dielectric function of the undoped (insulating)
system. This expression for the dielectric function relies on
the assumptions that the energy of interband electron-hole
transitions is much larger than the plasmon energy, and that
plasmons and phonons may be treated independently, that is,
possible phenomena arising from plasmon-phonon coupling,
such as plasmon-phonon polaritons, are neglected. Noting
that plasmons may only be excited in a narrow region of
crystal momenta close to q = 0, we further introduce the
approximation 〈ψmk+q|eiq·r|ψnk〉 = δnm, and we obtain an
explicit expression for the electron-plasmon coupling matrix
elements:

∣∣ge-pl
mn (k,q)

∣∣2 = 2πδnmω
pl
q

(BZ

[εD(q,0)−1 − εI(q,0)−1]
|q|2

,

where εD is given by Eqs. (7) and (8). This expression may
be further simplified by noting that, for q < qc, it is a good
approximation to consider εI(q,0) $ ε∞, where ε∞ is the high-
frequency dielectric constant, which can be obtained from first-
principles calculations of the RPA dielectric function in the
pristine system. The final expression for the electron-plasmon
matrix elements can be rewritten as

∣∣ge-pl
mn (k,q)

∣∣2 = δnm

v(q)ωpl
q

2(BZ

[
1

ε∞ − εHEG(q) + 1
− 1

ε∞

]
,

(10)

where εHEG(q) = 1 − v(q)χHEG(q,0) is the static Lindhard
dielectric function [29]. The advantage of this procedure is
that the matrix elements ge-pl are expressed in terms of quan-
tities available from first-principles calculations of undoped
compounds, whereas explicit calculations in the presence of
doping are avoided.

We determine the electronic and lattice-dynamical proper-
ties of TiO2 from density-functional theory (DFT) and density-
functional perturbation theory (DFPT) calculations within the
generalized gradient approximation [48] as implemented in the
QUANTUM ESPRESSO package [49]. Only valence electrons are
treated explicitly, including the semicore 3s and 3p states of
Ti, whereas core electrons are accounted for through Troullier-
Martins norm-conserving pseudopotentials.1 Convergence is
ensured by using a 200 Ry kinetic energy cutoff and a 6 × 6 × 6
Monkhorst-Pack mesh. The DFT single-particle eigenvalues,
the phonon dynamical matrices, and the electron-phonon
matrix elements are first obtained on a homogeneous 4 × 4 × 4

1Available at https://github.com/mmdg-oxford/papers/tree/master/
Verdi-NCOMMS-2017/pseudo

Brillouin-zone grid. To compute the electron-phonon self-
energy, the electronic and phononic bands as well as the
electron-phonon matrix elements are then interpolated on a
dense random q-point mesh with 168 914 points with a denser
sampling of the region close to * according to a Cauchy
distribution of width 0.01. The interpolation is performed as
in Ref. [17] using maximally localized Wannier functions
within the EPW code [47] through an internal call to the
WANNIER90 library [50]. The electron-plasmon self-energy has
been implemented in the EPW code [47] by combining Eqs. (1)
and (10) and by taking advantage of the Wannier interpolation
of the electronic energies, and it has been computed using the
same random grid. We describe doping within the rigid-band
approximation, whereby extrinsic carriers are accounted for by
means of a rigid shift of the Fermi energy. Charge neutrality is
maintained through the addition of a homogeneous positively
charged background.

IV. HYBRID PLASMON-PHONON SATELLITES
IN PHOTOEMISSION

In the following, we employ the formalism presented in
Secs. II and III to investigate the formation of plasmon and
phonon satellites in anatase TiO2. The atomistic model for the
unit cell of TiO2 is shown in Fig. 2(a), whereas the Brillouin
zone and the high-symmetry points are illustrated in Fig. 2(b).

The electron and phonon band structures calculated within
DFT and DFPT are displayed in Figs. 2(c) and 2(d), re-
spectively. The low-energy conduction bands derive from the
strongly localized Ti 3d states. The conduction-band bottom

FIG. 2. (a) Atomistic model of the unit cell of anatase TiO2. (b)
Brillouin zone and high-symmetry lines. (c) Calculated electronic
band structure along the directions parallel (*X) and perpendicular
(*Z) to the basal plane of the Brillouin zone. (d) Phonon dispersions
computed along high-symmetry lines in the Brillouin zone.
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determined from the volume of the electron pocket. It
consists of a shallow QP band with the minimum at

!40 meV, which crosses the Fermi level EF at kF ¼
#0:12 !A!1. Remarkably, the QP band is followed by a
satellite with a similar dispersion at $100 meV higher
binding energy, and by a broad tail. The satellite is more
clearly resolved in samples with lower carrier densities,
e.g., in the spectrum of panel (f) measured on a sample
with ne $ 5% 1018 cm!3, where also a weaker replica is
visible $100 meV below the first satellite.

The intensity distribution of Fig. 1(e) reveals the clearly
dispersive nature of the states, but also a substantial renor-
malization of the spectral function, incompatible with a
simple scenario of a metal with weakly interacting elec-
trons. A parabolic fit yields an effective mass of m&

xy ¼
ð0:7# 0:05Þme, where me is the bare electron mass. A
comparison with mxy ¼ 0:42me from a band structure cal-
culation [21], yields a mass renormalization ðm&

xy=mxyÞ $
1:7. Indeed, at these carrier densities (ne$1018–1019 cm!3)
the low energy states appear to fit in the intermediate regime
of the so-called large polarons. The electron-phonon (e-ph)
coupling induced by the ionic anatase lattice causes the QP
dressing and the mass enhancement, but the polaron
wave functions extend over several lattice constants. We
stress here that, although similar claims are valid for the
rutile phase of TiO2 [22], the same ARPES experiment
repeated on several (001) rutile surfaces failed to show
any trace of a metallic edge, even after a long exposure to
the photon beam.

The well-known Franck-Condon scenario for an elec-
tron coupled to a vibrational mode provides a schematic

but instructive guideline to interpret the data [23]. In the
electron-removal spectrum, the main ‘‘zero phonon’’ peak
is followed by a progression of vibronic satellites, sepa-
rated by the phonon energy @!0, with peak intensities
following the Poisson distribution [24]. A Franck-
Condon line shape indeed provides a good qualitative
description of the spectrum of Fig. 1(f) for a phonon
energy of @!0 ¼ 108 meV, the energy of a longitudinal
optical (LO) Eu phonon mode observed by Raman spec-
troscopy [25]. Within the photoemission literature, the
series of distinct satellites is hardly observable, and the
distinctive sign of a polaronic system is the characteristic
‘‘peak-dip-hump’’ spectrum [26–29]. Figures 1(g)–1(i)
illustrate the physical picture underlying the polaron state
as measured by ARPES. After absorbing a photon (g), the
solid is left with a photohole coherently coupled to a
phonon cloud, moving through the lattice in its ground
state (h), or in one of its vibrational excited states (i).
The case (h) corresponds to the QP band, while (i) corre-
sponds to the satellite replica(s).
In order to get more quantitative information on the

effect of e-ph coupling in this (unusual) regime, we con-
sider, as appropriate for a polar material, a Fröhlich po-
laron model. It is characterized by the nonlocal interaction
between the electron and a LO phonon branch [24]:
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FIG. 1 (color online). (a) An as-grown anatase single crystal. (b) The BZ of anatase. (c),(d) constant energy maps at EF (T ¼ 20 K,
h! ¼ 85 eV) of electron-doped anatase (001) in the kxky (c) and kxkz (d) planes, respectively. The blue lines outline the boundaries of
the 3D BZs. (e) E vs k dispersion of the bottom of the conduction band for a sample with ne ’ 3:5% 1019 cm!3. (f) ARPES intensity
measured at k ¼ kF for a sample with ne ’ 5% 1018 cm!3. The solid line is a Frank-Condon line shape. Voigt peaks of width "E ¼
90 meV (FWHM) are separated by 108 meV, while intensities follow a Poisson distribution. (g)–(i) Cartoon of the polaron formation
induced by the photoemission process, showing the solid in its ground state (g) and two possible final states (h),(i) of ARPES.
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Figure 2 | Evolution of the 2DEL spectral function with carrier concentration. a–f, Raw energy–momentum intensity maps of 2DELs with increasing carrier
concentration indicated in units of cm−2. g–l, Energy distribution curves (EDCs) at the Fermi wavevector indicated by a vertical dashed white line in the
corresponding image plots in a–f. An exponential background describing the tail of the in-gap state at approximately −1.1 eV has been subtracted from the
raw EDCs (see Supplementary Information). In g–j we show fits to a Franck–Condon model with a single phonon mode. The coherent quasiparticle and
incoherent phonon satellites are coloured in yellow and blue, respectively. The red line shows the full fit. l shows a calculation of the spectral function (blue
line) using the conventional Eliashberg e–p self-energy Σ=Σ ′+ i Σ ′′ for the high-density limit found in ref. 7 and reproduced in the inset.

longer resolved experimentally, the quasiparticle residue increases
by more than a factor of two to Z ≈ 0.5, and the effective
coupling strength decreases to α ≈ 1.3. This is opposite to the
trend expected for short-range e–p coupling28, and thus strongly
supports our identification of long-range interactions as described
by the Fröhlich model. We note that the weak coupling to the LO4
branch close to n2 reported in Fig. 3 has recently been confirmed
for the LaAlO3/SrTiO3 interface 2DEL in a soft X-ray ARPES study
reporting Z≈0.4 for a sample with n2D ≈8×1013 cm−2, in excellent
agreement with our findings29.

The effective mass decreases more slowly than the quasiparticle
residue, saturating atm∗ ≈1.0me at high density. This slow decrease
is characteristic of the Fröhlich model where Z < m0/m∗. For
weak to intermediate coupling, the effective mass of Fröhlich
polarons can be approximated asm∗/m0=1/(1−α/6) (refs 19,25).
As shown in Supplementary Fig. 6, this relation systematically
underestimates the effective masses obtained directly from the
quasiparticle dispersion, but reproduces their trend as a function
of density. We tentatively assign this behaviour to the effect of
electron–electron interactions, which is not fully included in the
analysis of Z in the polaronic regime. Indeed, the factor between
the two effective masses is approximately 1.3, which is consistent
with themass enhancement due to electronic correlations estimated
in ref. 7. For densities above n2, described by Migdal–Eliashberg
theory,Z=m/m∗, suggesting that the quasiparticle residue saturates
around Z=0.6 in the high-density 2DEL.

We attribute the breakdown of the polaronic state at high carrier
density to improved electronic screening suppressing the long-
range Fröhlich interaction. To estimate the crossover from dielectric
screening in the polaronic regime to predominantly electronic
screening, we compare the polaron radius rp = (h̄/2m∗ΩLO4)

1/2

(ref. 19) with the electronic screening length. Using the
experimentally determined parameters we find rp ≈ 6Å. Given
the relatively large dielectric constant of doped SrTiO3, electronic
screening is in the Thomas–Fermi regime and the screening length
can be estimated from rTF = (εε0EF/2e2n3D)

1/2 for a 3D electron
liquid (here, ε0 is the permittivity of free space, EF is the Fermi
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Figure 3 | E!ective mass and quasiparticle residue in the SrTiO3 2DEL.
Evolution of the e!ective massm∗ (blue symbols) and quasiparticle residue
Z (red symbols) with carrier density. Di!erent symbols indicate data taken
on substrates annealed at di!erent temperatures. Closed red symbols are
obtained from Franck–Condon fits, whereas the last value with an open
symbol in the adiabatic Migdal–Eliashberg regime has been calculated from
Z=m0/m∗. Error bars indicate the reproducibility of our results. An
additional systematic error cannot be excluded. The background colour
encodes the bare bandwidth of the first light subband calculated from the
experimentally determined Fermi wavevector kF,L1 of the first light subband
shown in the top axis, assuming a bare mass ofm0=0.6me. Dashed lines
are guides to the eye. The dome-shaped superconducting phase with a
maximal critical temperature of TC=0.3 observed at the LaAlO3/SrTiO3
interface is indicated in grey.

energy and e is the elementary charge). Assuming a uniform charge
distribution n3D over a 2DEL thickness of three unit cells and a
static dielectric constant ε=100, which provides a good description
of the band-bending potential in the doped surface region7,16, we
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II C 1 detailed results for one-boson satellites are derived,
and as an example, explicit results with the Inglesfield bulk
plasmon potential are given in Sec. II C 2, as well as the
high-energy and large-zc limit in Sec. II C 3 (zc is the dis-
tance of the core electron from the surface�. In Sec. II D we
generalize the one-boson loss results to an exponential form,
which includes multiboson losses. The BS expression is writ-
ten in a compact form in Sec. II E. The exact solution for the
SC case, derived in Appendix C, is discussed in Sec. II F,
and compared with the QM results. Finally in Sec. II we
compare the SC approach with that of Tougaard �Sec. II G�.
Section III is devoted to the central quantities in our theory,
the fluctuation potentials. First the general relation to the
dynamically screened Coulomb potential, derived in Appen-
dix B, is discussed in Sec. III A, and then the Inglesfield and
the Bechstedt approximations are discussed in Secs. III B and
III C. Finally in Sec. III, the RPA potential is considered
�Sec. III D�. In Sec. IV we present our results, and in Sec. V
we give concluding remarks.

II. PHOTOEMISSION THEORY

A general expression for the photoelectron current can be
obtained from scattering theory20 �we use atomic units, e
���m�1, and thus, e.g., energies are in Hartrees, 27.2
eV�,

Jk�����
s

���k,s���� i��2�����k��s�. �1�

This is the standard golden rule expression with final states
having the proper boundary conditions for scattering states.
All states are correlated. Further, �k is the energy of the
photo-electron, k2/2, �s gives the energy of the final state of
the solid as �s�E(N ,0)�E(N�1,s), � is the photon en-
ergy, and � is the optical transition operator, ��� i j�i�Ap
�pA� j�ci

†c j . �� i� is the initial state, and ��k,s� the final
state, which can be written

��k,s���1�
1

E�H�i� �H�E ��ck†�N�1,s�, �2�

where H is the fully interacting Hamiltonian including target
electrons and photoelectron, and E���E(N ,0)��k�E(N
�1,s). �N�1,s� is the target state after the photoelectron has
left, and ck

† creates the photoelectron. The states correspond-
ing to ck

† are so far undefined, except that they are time-
inverted LEED states with asymptotically a plane-wave part
exp(ik•r). We will suppress spin variables.

A. Sudden approximation

In the sudden approximation the final state is approxi-
mated as ��k,s��ck

†�N�1,s� . This means that all extrinsic
interactions between the photoelectron and the target system
are neglected. At high energies this is a good approximation
for finite systems such as atoms and molecules, atoms on
surfaces, etc. �with a proper choice of photoelectron states k,
see Appendix A�, because the electron scattering rates go to
zero with increasing energy. The sudden approximation is,
however, never good for solids, and always has to be cor-

rected for extrinsic losses. This is so because with increasing
electron energy, the mean free path increases, and the elec-
trons come from increasingly larger distances from the sur-
face. Thus even though the scattering rate goes down, the
total scattering tends to a constant, as shown in Sec. II E, Eq.
�44�.
From Eq. �1� it immediately follows that

Jk�����
s

� � N�1,s�ck�
i j

� i jc i
†c j� i� �2�����k��s�.

If the photoelectron k is fast enough, there are no virtual
states in �� i� to annihilate, and then ck must match ci

† . This
gives the well-known sudden approximation21

Jk�����
i j

�kjA ji��k���� ik , �3�

where A(�) is the one-electron spectral function. The argu-
ments leading to this expression do not say which one-
electron states should be chosen for the photoelectron. This
can only be decided by explicitly considering the left-out
contribution in Eq. �2�. Since the states k in Eq. �2� are not
uniquely defined, the division between intrinsic and extrinsic
contributions is somewhat arbitrary, except at high energies.
In Appendix A we make a choice for this division.
The sudden approximation includes ‘‘intrinsic losses’’ or

satellite structure, while the remaining term in Eq. �2� gives
the ‘‘extrinsic losses.’’ Extrinsic and intrinsic losses thus add
amplitudes, not intensities in the expression for the photocur-
rent in Eq. �1�.
If we use an effective one-electron Hamiltonian h, and

approximate the self-energy in A by an imaginary constant,
�i� , then A(�)����1Im���h�i���1, and we have an
approximation discussed in detail by, e.g., Feibelman and
Eastman,22 and by Pendry.23 This approximation thus de-
scribes only the quasiparticle bands, and no satellite struc-
tures �intrinsic or extrinsic�. There is no unique definition for
h in Pendry’s approach.

B. General discussion of core-electron photoemission
using an electron-boson model Hamiltonian

The standard theory for photoemission uses the three-
current formulation2,3 expanding in Keldysh diagrams. Here
we will instead follow a simple direct approach developed in
Ref. 7, where we approximate the Hamiltonian by keeping
only the simplest terms that give extrinsic losses,

H�Hs�h�V , �4�

Hs��
q

�qaq
†aq , h� �

k

unocc

�kck
†ck ,

V� �
qkk�

Vkk�
q �aq�aq

†�ck
†ck� ; Vkk�

q ��k�Vq�r��k��, �5�

Vq�r��� v�r�r���q���r���0�dr�. �6�
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are neglected. At high energies this is a good approximation
for finite systems such as atoms and molecules, atoms on
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can only be decided by explicitly considering the left-out
contribution in Eq. �2�. Since the states k in Eq. �2� are not
uniquely defined, the division between intrinsic and extrinsic
contributions is somewhat arbitrary, except at high energies.
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current formulation2,3 expanding in Keldysh diagrams. Here
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Photoelectron current (Fermi’s golden rule):

Supplementary Note 1 | Cumulant expansion

The spectral function is related to the imaginary part of the one-electron retarded Green’s function

by:
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In the cumulant expansion the Green’s function is obtained in the time domain, starting from the

the interaction picture1–4:

Gnk(t) = i exp [�i"nkt/h̄+ Cnk(t)] , (2)

where Cnk(t) is the cumulant function. By taking the Fourier transform of this expression to the

frequency domain and inserting it in Supplementary Eq. (1) we obtain Eq. (1) of the main text.

In order to obtain an expression for the cumulant which is amenable to computation, it is custom-

ary to expand the exponential in powers of the cumulant: Gnk = G0

nk [1 + Cnk + C2

nk/2 + · · · ],
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G0

nk + G0

nk⌃nkG0

nk + G0

nk⌃nkG0

nk⌃nkG0

nk + · · · . By comparing these expansions term-by-term
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In practical calculations the exact self-energy ⌃nk is replaced by the best available approximation,

which is the Migdal expression given in Eq. (2) of the main text. A rigorous derivation of the

cumulant expansion and a discussion of its advantages and limitations can be found in Supplemen-

tary Refs. 4, 5. In particular, in Supplementary Ref. 4 it is shown that the choice of seeding the

self-energy calculated with the first non-crossing diagram also guarantees that no overcounting of

correlated higher-order contributions is introduced in the theory. The inclusion of crossing dia-

grams in the evaluation of the Green’s function results from the time orderings of the t variables in

the cumulant expansion.

The spectral function given in Eq. (1) of the main text yields multiple bosonic satellites, one for

each term in the Taylor expansion of exp[Cnk(t)]. A convenient expression for the case of a
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Phonons: 
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Electron-Phonon coupling 
with Wannier function (EPW)

Fröhlich (polar) coupling:
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ductors arise from the coupling of n-type carriers with
polar longitudinal-optical (LO) phonons, and they mani-
fest themselves in ARPES spectra via satellite structures
at energies matching the LO phonon energies. In 1T -
HfS2, the energy separation between the quasiparticle
and satellite peak (200 meV) exceeds the LO phonon en-
ergies (<40 meV, see e.g., the phonon dispersion in Ap-
pendix B). The discrepancy of these energy scales enables
us to promptly exclude the Fröhlich electron-phonon in-
teraction as a source of polaronic coupling. The absence
of spectral fingerprints of Fröhlich polarons can be easily
rationalized by noting that (i) 1T -HfS2 is a weakly polar
crystal, i.e., it is characterized by small Born e↵ective
charges, and (ii) at the high doping concentration con-
sidered in our work electron-phonon coupling is screened
by free carriers, thus, further mitigating the e↵ects of
Fröhlich coupling.

In the following, we thus proceed to inspect the
electron-plasmon interaction as a possible source of po-
laronic coupling, and we analyze its influence on the
emergence of photoemission satellites. To quantify the
electron-plasmon interaction and its e↵ect on the ARPES
measurements, we evaluate the electron self-energy due
to the electron-plasmon interaction, which in the Fan-
Migdal approximation can be expressed as [? ]:

⌃epl
nk =

Z
dq
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X

m

|geplmn(k,q)|2 (1)

⇥
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"nk � "mk+q + ~!pl
q + i⌘

+
nq + 1� fmk+q

"nk � "mk+q � ~!pl
q + i⌘

#

where ⌦BZ is the Brillouin zone volume, m and n are
band indices, k and q are Bloch wave vectors, nq de-
notes the Bose-Einstein and fmk+q the Fermi-Dirac dis-
tribution, " are the Kohn-Sham (KS) eigenstates, !pl

q is
the plasmon frequency and ⌘ is a positive infinitesimal.
The integral runs over the Brillouin zone volume. The
first term accounts for electron scattering processes in-
volving the absorption of a plasmon +!pl

q , while the sec-
ond term accounts for hole scattering processes mediated
by plasmon emission. geplmn denotes the electron-plasmon
coupling matrix elements, that can be expressed as [? ]:

geplmn(k,q) =

"
@✏(q,!)

@!

����
!pl

q

#� 1
2

(2)

⇥
✓

4⇡

⌦BZ

◆ 1
2 1

|q| h mk+q|eiq · r| nki.

Here, ✏ is the dielectric function, h mk+q|eiq · r| nki the
dipole matrix element and  k the Kohn-Sham orbital.
The |q|�1 singularity in the electron-plasmon coupling
matrix element is reminiscent of the Fröhlich interaction
in polar semiconductors, and it indicates that the long-
wavelength plasmons dominate electron-plasmon scatter-
ing processes.

Owing to the dependence of the matrix elements geplmn
on the dielectric function, the electron-plasmon inter-

action is profoundly influenced by the screening envi-
ronment of the system. In 1T -HfS2, the alkali dopant
atoms are concentrated in the vicinity of the surface
and, possibly, underneath the first 1T -HfS2 layers of the
sample. Correspondingly, the dielectric screening expe-
rienced by n-type carriers is mitigated as compared to
bulk carriers. To account for the charge localization at
the surface we introduce an e↵ective dielectric constant
"S1 = ("HfS2

1 + 1)/2 = 3.6, with "HfS2
1 = 6.2 being the

high-frequency dielectric constant of bulk 1T -HfS2 [? ? ].
Further details on the evaluation of the electron-plasmon
matrix elements can be found elsewhere [? ]. Based
on this value, we estimate the plasmon frequency to be
200 meV for a doping concentration n = 1.5 · 1020 cm�3,
which matches closely the satellite energy, thus, suggest-
ing electron-plasmon coupling as a likely origin of this
polaronic feature.
In Figs. ??(c)-(d) the real and imaginary part of the

electron self-energy due to electron-plasmon coupling are
presented, respectively, for doping carrier concentrations
n = 7.5 ·1019, 1.5 ·1020, and 2.25 ·1020 cm�3. The middle
value coincides with the doping concentration determined
from experiment. The corresponding imaginary parts of
the self-energy in Fig. ??(d) exhibit a sharply peaked
structure with a Lorentzian line profile in the vicinity
of the energy "k � ~!pl. For larger doping concentra-
tions, we observe a progressive red-shift of the peak in
Im⌃ and an increase of its intensity, which arise from the
increase of plasmon energy and of the electron-plasmon
coupling matrix elements, respectively. The real part of
the self-energy is related to Im⌃ by a Kramers-Kronig’s
transformation and it thus also has a similar dependence
on the doping concentration.
Based on the electron self-energy, we proceed to in-

vestigate the signatures of electron-plasmon coupling in
ARPES. Earlier studies revealed that ab-initio calcula-
tions of photoemission satellites based on the Fan-Migdal
approximation overestimate the satellite energy and in-
tensity by up to 50% as compared to experiment [? ? ].
To circumvent this limitation, we evaluate the spectral
function based on the cumulant expansion approach [?
]. The cumulant expansion representation of the spectral
function can be expressed as [? ? ? ]:

A(k,!) =
X

n

eA
S1
nk(!) ⇤AQP

nk (!). (3)

Here, ⇤ denotes a convolution product and AQP
nk (!) =

2⇡�1 Im[~!�"nk�⌃epl
nk("nk)]

�1 is the quasiparticle con-
tribution to the spectral function evaluated in the “on
the energy shell” approximation, in which the frequency
dependence of the self-energy ⌃nk(!) is replaced by the
KS energy ! = "nk [? ? ]. The satellite part of spectral
function is further given by [? ]:

AS1
nk(!) = ��nk(!)� �nk("nk)� (! � "nk)�0

nk("nk)

(! � "nk)2
,

(4)

Cumulant expansion approach+
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Satellites due to the electron-phonon coupling: highly-doped polar semiconductors 

ARPES measurements of highly-doped TiO2
Free carriers screen the electron-phonon interactions  
(progressively reduce the coupling at higher doping)

Doping-induced polaronic to Fermi liquid transition

E lucidating the nature of charge carriers in doped transition
metal oxides (TMOs) is key to understanding the mechan-
ism of electrical conduction in these multifunctional

materials. In conducting oxides the infrared-active vibrations
can couple strongly to electrons, leading to the formation of
polarons1. Polarons are electrons dressed by a phonon cloud2,
and represent a paradigmatic example of emergent state in
condensed matter. Depending on their mass and size, polarons
exhibit widely different conduction mechanisms, from band-like
transport to thermally activated hopping transport3,4. Despite
being central to the science and technology of oxides, little is
known about the properties of polaronic states.

The interest in electron–phonon coupling and polaronic
quasiparticles in TMOs has been reinvigorated by recent angle-
resolved photoelectron spectroscopy (ARPES) experiments5–9.
The signature of polaronic behaviour in ARPES spectra is the
appearance of satellites below the conduction band, at integer
multiples of the optical phonon energy. This is reported in
Fig. 1a,b for the paradigmatic case of doped anatase TiO2 (ref. 5).
These pioneering measurements showed that by increasing
the carrier concentration, polaronic satellites gradually evolve
into the photoemission kinks observed in metals and
superconductors10 (see Fig. 1c). It was proposed that this
crossover reflects the evolution of charge carriers from polarons
to a Fermi liquid5,8. In order to clarify the origin of this transition
without making any a priori assumption about the underlying
mechanism, first principles calculations are urgently called for.
However, the investigation of polaronic features in ARPES
spectra from first principles and their evolution with doping is
exceptionally challenging and has never been reported before.

In the following we focus on the prototypical example of
anatase TiO2. On top of its well-known applications in solar
energy harvesting11,12 and superhydrophilic technology13,14, this
material is also being investigated in the quest for transparent
conducting oxides based on non-toxic and Earth-abundant
elements15,16. Despite its pivotal role in a broad range of
technologies, the nature of the charge carriers in anatase is still
controversial17. Here we address these issues by calculating
ARPES spectra and polaron wavefunctions entirely from
first principles. We develop a theoretical and computational
framework that allows us to investigate polarons and Fermi liquid
quasiparticles on the same footing, and without resorting to any
empirical parameters. Using this approach, we show how the
interplay between the dynamical screening of the electron plasma
and the Fröhlich electron–phonon coupling is responsible for the
transition between polaronic and Fermi liquid states. We propose
that the mechanism identified in this work may be universal, and
also applies to other oxides such as SrTiO3 and ZnO.

Results
Angle-resolved photoemission spectra. Our calculated ARPES
spectra are shown in Fig. 1d–f, for the same doping levels as in the
measurements of ref. 5, reproduced in Fig. 1a–c. These maps
show the bottom of the conduction band of n-doped anatase
TiO2, for three doping levels in the range 1018–1020 cm! 3. All
the spectra exhibit a bright parabolic band, whose size increases
with doping. This reflects the rise of the Fermi energy inside the
conduction band as the electron density increases. Besides this
bright feature, panels a–b (experiments) and d–e (calculations)
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Figure 1 | Ab initio ARPES spectra of n-doped anatase TiO2. (a–c) ARPES spectra of anatase TiO2 measured by Moser et al.5. The measurements were
taken at 20 K on samples with 5" 1018 cm! 3 (a), 3" 1019 cm! 3 (b) and 3.5" 1020 cm! 3 (c). The zero of the energy is set to the Fermi level. The electron
momentum kx is along the GS line of the anatase Brillouin zone (see j). Reproduced with permission from ref. 5. Copyright 2013 by the American Physical
Society. (d–f) Calculated spectral function of anatase TiO2, for the same electron momenta and nominal doping levels as in a–c. Gaussian masks of widths
25 meV and 0.015 Å! 1 were applied to account for the experimental resolution5. (g–i) Band structures extracted from the calculated spectral functions in
d–f. The bare bands are in red, the bands including electron–phonon interactions are in blue. The calculated mass enhancement parameter l is 0.73 (g),
0.70 (h) and 0.20 (i). (j) Brillouin zone and high-symmetry lines of anatase TiO2. (k) Calculated ARPES spectrum for a doping concentration of
3" 1019 cm! 3, showing the anisotropy of the electron dispersions along GX (basal plane of the tetragonal lattice, see Supplementary Fig. 1) and
GZ (c-axis).
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FIG. 3. Doping-dependent plasmonic polarons. (a-d) Evolution of the measured spectral function of Eu1�xGdxO
with increasing charge carrier doping, showing not only a strong increase in band filling of the quasiparticle band, but also
a substantial evolution of the satellite peak structure. The insets show Fermi surface contours (h⌫ =137 eV), indicating the
increasing doping. While replica bands can still be observed to high doping, as clearly evident as peak-dip-hump structures in
measured EDCs (e), these show a strong broadening and blue-shift relative to the quasiparticle peak with increasing doping.
(f-i) Our ab initio calculations reproduce this general trend when both electron-phonon and electron-plasmon interactions are
considered, identifying the hump feature in the higher-density samples as arising from plasmonic polarons.

sured by ARPES (Fig. 2(c,d)), including the spacing and
approximate spectral weights of the replica features. In-
deed, this level of agreement is remarkable given that the
calculations are performed fully ab initio and there are no
tuning parameters employed. They reveal a pronounced
quasiparticle mass renormalisation, m⇤/m0 = 2.1 where
m0 is the bare band mass, pointing to a strong electron-
phonon coupling, and supporting that dilutely-doped
EuO is in the polaronic limit. We note that similar
spectral features and electron-phonon coupling strengths
have been observed recently in other lightly-doped ox-
ides including TiO2, Sr2�xLaxTiO4, as well as ZnO- and
SrTiO3-based two-dimensional electron gases4–6,8,27–29.
Their observation here, within the markedly di↵erent
system of the bulk-doped three-dimensional and spin-
polarised electron pocket of EuO, suggests that polaron
formation is likely universal to lightly-doped polar oxides.

We show in Fig. 3 how the spectral function evolves
with increasing carrier doping. By increasing the den-
sity of the Gd3+ dopants, the band filling can be control-
lably increased, as evidenced by the increased quasiparti-
cle bandwidth as well as the larger Fermi surface volume,
shown inset in Figs. 3(a-d). With even a small increase
in carrier density, however, the pronounced multi-peak
satellite structure observed in the lowest-doped sample
is no longer apparent. This points to a rapid reduction
in the electron-phonon coupling strength, a phenomenon
which we return to below. Nonetheless, a broadened

satellite peak is still observed below the quasiparticle
band (Fig. 3(b,c)), evident as a hump in EDCs (Fig. 3(e))
which persists over at least two orders of magnitude
increase in carrier density. To demonstrate this more
clearly, we show in Fig. 4(a) the residual of the measured
EDC intensity after subtraction of a background function
accounting for the quasiparticle peak intensity (see also
Supplementary Fig. S3).

The satellite peak broadens with increasing charge car-
rier doping, but remains clearly-resolved up to a carrier
density n ⇡ 1020 cm�3. At the same time, the satel-
lite exhibits a pronounced shift to higher binding energy
with increasing doping. The shift is much faster than the
increase in filling of the conduction band. Indeed, from
fits to the measured data, we find that the separation of
this hump feature from the band bottom of the quasi-
particle band grows with a

p
n dependence, where n is

the three-dimensional electron density (Fig. 4(b)). This
indicates electron-boson coupling to a mode which hard-
ens with increasing carrier density. This is in striking
contrast to the expectations for a phonon mode, which
should be nearly carrier density independent. Instead, it
agrees well with the functional form of the mode energy
expected for a plasmon (red line in Fig. 4(b)).

The satellite features we observe here for our higher-
density samples therefore point to the formation of plas-
monic polarons, where the conduction electrons become
dressed by charge-density fluctuations of their own elec-
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FIG. 3. Doping-dependent plasmonic polarons. (a-d) Evolution of the measured spectral function of Eu1�xGdxO
with increasing charge carrier doping, showing not only a strong increase in band filling of the quasiparticle band, but also
a substantial evolution of the satellite peak structure. The insets show Fermi surface contours (h⌫ =137 eV), indicating the
increasing doping. While replica bands can still be observed to high doping, as clearly evident as peak-dip-hump structures in
measured EDCs (e), these show a strong broadening and blue-shift relative to the quasiparticle peak with increasing doping.
(f-i) Our ab initio calculations reproduce this general trend when both electron-phonon and electron-plasmon interactions are
considered, identifying the hump feature in the higher-density samples as arising from plasmonic polarons.

sured by ARPES (Fig. 2(c,d)), including the spacing and
approximate spectral weights of the replica features. In-
deed, this level of agreement is remarkable given that the
calculations are performed fully ab initio and there are no
tuning parameters employed. They reveal a pronounced
quasiparticle mass renormalisation, m⇤/m0 = 2.1 where
m0 is the bare band mass, pointing to a strong electron-
phonon coupling, and supporting that dilutely-doped
EuO is in the polaronic limit. We note that similar
spectral features and electron-phonon coupling strengths
have been observed recently in other lightly-doped ox-
ides including TiO2, Sr2�xLaxTiO4, as well as ZnO- and
SrTiO3-based two-dimensional electron gases4–6,8,27–29.
Their observation here, within the markedly di↵erent
system of the bulk-doped three-dimensional and spin-
polarised electron pocket of EuO, suggests that polaron
formation is likely universal to lightly-doped polar oxides.

We show in Fig. 3 how the spectral function evolves
with increasing carrier doping. By increasing the den-
sity of the Gd3+ dopants, the band filling can be control-
lably increased, as evidenced by the increased quasiparti-
cle bandwidth as well as the larger Fermi surface volume,
shown inset in Figs. 3(a-d). With even a small increase
in carrier density, however, the pronounced multi-peak
satellite structure observed in the lowest-doped sample
is no longer apparent. This points to a rapid reduction
in the electron-phonon coupling strength, a phenomenon
which we return to below. Nonetheless, a broadened

satellite peak is still observed below the quasiparticle
band (Fig. 3(b,c)), evident as a hump in EDCs (Fig. 3(e))
which persists over at least two orders of magnitude
increase in carrier density. To demonstrate this more
clearly, we show in Fig. 4(a) the residual of the measured
EDC intensity after subtraction of a background function
accounting for the quasiparticle peak intensity (see also
Supplementary Fig. S3).

The satellite peak broadens with increasing charge car-
rier doping, but remains clearly-resolved up to a carrier
density n ⇡ 1020 cm�3. At the same time, the satel-
lite exhibits a pronounced shift to higher binding energy
with increasing doping. The shift is much faster than the
increase in filling of the conduction band. Indeed, from
fits to the measured data, we find that the separation of
this hump feature from the band bottom of the quasi-
particle band grows with a

p
n dependence, where n is

the three-dimensional electron density (Fig. 4(b)). This
indicates electron-boson coupling to a mode which hard-
ens with increasing carrier density. This is in striking
contrast to the expectations for a phonon mode, which
should be nearly carrier density independent. Instead, it
agrees well with the functional form of the mode energy
expected for a plasmon (red line in Fig. 4(b)).

The satellite features we observe here for our higher-
density samples therefore point to the formation of plas-
monic polarons, where the conduction electrons become
dressed by charge-density fluctuations of their own elec-
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FIG. 3. Doping-dependent plasmonic polarons. (a-d) Evolution of the measured spectral function of Eu1�xGdxO
with increasing charge carrier doping, showing not only a strong increase in band filling of the quasiparticle band, but also
a substantial evolution of the satellite peak structure. The insets show Fermi surface contours (h⌫ =137 eV), indicating the
increasing doping. While replica bands can still be observed to high doping, as clearly evident as peak-dip-hump structures in
measured EDCs (e), these show a strong broadening and blue-shift relative to the quasiparticle peak with increasing doping.
(f-i) Our ab initio calculations reproduce this general trend when both electron-phonon and electron-plasmon interactions are
considered, identifying the hump feature in the higher-density samples as arising from plasmonic polarons.

sured by ARPES (Fig. 2(c,d)), including the spacing and
approximate spectral weights of the replica features. In-
deed, this level of agreement is remarkable given that the
calculations are performed fully ab initio and there are no
tuning parameters employed. They reveal a pronounced
quasiparticle mass renormalisation, m⇤/m0 = 2.1 where
m0 is the bare band mass, pointing to a strong electron-
phonon coupling, and supporting that dilutely-doped
EuO is in the polaronic limit. We note that similar
spectral features and electron-phonon coupling strengths
have been observed recently in other lightly-doped ox-
ides including TiO2, Sr2�xLaxTiO4, as well as ZnO- and
SrTiO3-based two-dimensional electron gases4–6,8,27–29.
Their observation here, within the markedly di↵erent
system of the bulk-doped three-dimensional and spin-
polarised electron pocket of EuO, suggests that polaron
formation is likely universal to lightly-doped polar oxides.

We show in Fig. 3 how the spectral function evolves
with increasing carrier doping. By increasing the den-
sity of the Gd3+ dopants, the band filling can be control-
lably increased, as evidenced by the increased quasiparti-
cle bandwidth as well as the larger Fermi surface volume,
shown inset in Figs. 3(a-d). With even a small increase
in carrier density, however, the pronounced multi-peak
satellite structure observed in the lowest-doped sample
is no longer apparent. This points to a rapid reduction
in the electron-phonon coupling strength, a phenomenon
which we return to below. Nonetheless, a broadened

satellite peak is still observed below the quasiparticle
band (Fig. 3(b,c)), evident as a hump in EDCs (Fig. 3(e))
which persists over at least two orders of magnitude
increase in carrier density. To demonstrate this more
clearly, we show in Fig. 4(a) the residual of the measured
EDC intensity after subtraction of a background function
accounting for the quasiparticle peak intensity (see also
Supplementary Fig. S3).

The satellite peak broadens with increasing charge car-
rier doping, but remains clearly-resolved up to a carrier
density n ⇡ 1020 cm�3. At the same time, the satel-
lite exhibits a pronounced shift to higher binding energy
with increasing doping. The shift is much faster than the
increase in filling of the conduction band. Indeed, from
fits to the measured data, we find that the separation of
this hump feature from the band bottom of the quasi-
particle band grows with a

p
n dependence, where n is

the three-dimensional electron density (Fig. 4(b)). This
indicates electron-boson coupling to a mode which hard-
ens with increasing carrier density. This is in striking
contrast to the expectations for a phonon mode, which
should be nearly carrier density independent. Instead, it
agrees well with the functional form of the mode energy
expected for a plasmon (red line in Fig. 4(b)).

The satellite features we observe here for our higher-
density samples therefore point to the formation of plas-
monic polarons, where the conduction electrons become
dressed by charge-density fluctuations of their own elec-

Doping-induced crossover from lattice to plasmonic polarons

observed in the lowest-doped sample is no longer apparent. This
points to a rapid reduction in the electron−phonon coupling
strength, a phenomenon which we return to below. Nonetheless,
a broadened satellite peak is still observed below the quasiparticle
band (Fig. 3b, c), evident as a hump in EDCs (Fig. 3e) which
persists over at least two orders of magnitude increase in carrier
density. To demonstrate this more clearly, we show in Fig. 4a the
residual of the measured EDC intensity after subtraction of a
background function accounting for the quasiparticle peak
intensity (see also Supplementary Fig. 3).

The satellite peak broadens with increasing charge carrier
doping, but remains clearly resolved up to a carrier density
n ≈ 1020 cm−3. At the same time, the satellite exhibits a
pronounced shift to higher binding energy with increasing doping.
The shift is much faster than the increase in filling of the
conduction band. Indeed, from fits to the measured data, we find
that the separation of this hump feature from the band bottom of
the quasiparticle band grows with a

ffiffiffi
n

p
dependence, where n is the

three-dimensional electron density (Fig. 4b). This indicates
electron−boson coupling to a mode which hardens with increasing
carrier density. This is in striking contrast to the expectations for a
phonon mode, which should be nearly carrier density independent.
Instead, it agrees well with the functional form of the mode energy
expected for a plasmon (red line in Fig. 4b).

The satellite features we observe here for our higher-density
samples therefore point to the formation of plasmonic polarons,
where the conduction electrons become dressed by charge-density

fluctuations of their own electron gas30. This interpretation is
confirmed by our ab initio calculations, where we are able to treat
electron−phonon and electron−plasmon coupling on an equal
footing. Our obtained spectral functions (Fig. 3f–i) reproduce the
general trends observed experimentally, also yielding plasmonic
polaron satellites shifted below the quasiparticle band by the
conduction electron plasmon energy. Given that EuO is a
half-metal for the levels of doping investigated here, these
plasmon−polarons must necessarily also be spin-polarised.
Indeed, the spin-polarised conduction band of EuO has led to
significant interest in using this material for spin-injection in
spintronics applications17. The polaronic nature of the spin-
polarised charge carriers in EuO, and consequent limited intrinsic
carrier mobilities that would be expected, should be carefully
considered for such applications. More generally, the excellent
agreement that we find between our experimental and ab initio
spectral functions for a real, complex, multi-orbital and magnetic
system such as EuO suggests opportunities to exploit such
advanced calculation schemes for not only understanding, but
increasingly predicting, the interacting electronic states and
properties of functional materials.

Tuneable plasmon polarons. We focus below on the origin, and
unique properties, of the plasmon−polarons discovered here. For
a three-dimensional electron gas, the plasmon dispersion, ω(q),
remains gapped in the long-wavelength limit (ω(|q|→0)= ωp,
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Fig. 4 Tuning and disentangling the interplay of electron−phonon and electron−plasmon coupling. a Normalised residual intensity plot of EDCs at the
centre of the electron pocket (see Supplementary Fig. 3), revealing a clear satellite structure that shifts to higher binding energy with increasing charge
carrier doping. b Fits to the measured raw EDCs reveal that the separation of this satellite from the quasiparticle band follows the functional form of a
plasmon mode (see Methods), while an additional weak satellite feature is found to remain at a constant energy for the lower-doped samples, which we
attribute to a phonon-induced replica band. Error bars reflect the uncertainty in extracting the Luttinger area and satellite binding energies from the
experimental measurements, and incorporate statistical errors in peak fitting as well as systematic experimental uncertainties. c Decomposition of the
coupling strength to phonon and plasmon modes from the ab initio calculations reveals a rich carrier-density-driven crossover in the underlying nature of
dominant many-body interactions in this system
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tures are observed. The lines represent the best fits to
standard critical-point line shapes, derived from Eq. (1):
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For the fit we use a least-square procedure where both
real and imaginary parts of d /eden are fitted simultane-
ously.
If the angle P in the phase factor e'~ in Eqs. (1) and (2)

takes values which are integer multiples of n/2, the line
shape corresponds to transitions between uncorrelated
one-electron bands while noninteger multiples represent
the inclusion of excitonic effects by allowing a mixture of
two CP's. ' In Eq. (1), taking A &0 and n =—,

' for a
3D CP, /=0, ir/2, m, and 3n/2 corres.pond to M„M2,
M3, and M0 CP's, respectively. By taking 3 &0 and
n =0 for a 2D CP, /=0, ir/2, and ~ correspond to a
minimum, saddle point, and maximum, respectively. For
a discrete excitonic line shape (n =—1) a phase angle of
/&0 corresponds to a Fano-profile, i.e., the line shape
which results from the interaction of the discrete excita-
tion with a continuous background, as discussed below.
We have fitted the E0 and Eo+kp structures with exci-

tonic line shapes [n =—1 in Eq. (2)]. Because of the poor
accuracy of the values of e2 for small e2 in rotating
analyzer ellipsometers without compensator, ' we have
analyzed these structures only in the real part of the
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FIG. 4. Imaginary part of the dielectric function of GaAs for
several temperatures.
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dielectric function. In the case of the Ei and E&+b, i
CP's both e& and e2 were fitted. The best fits were ob-
tained with an excitonic line shape from the lowest tem-
peratures up to room temperature, whereas at higher tem-
peratures a 2D line shape [n =0 in Eq. (2)] yielded the
best representation of the experimental data. At every
temperature E& and EI+6], were fitted simultaneously
with the same phase angle P for both CP's and a fixed
spin-orbit splitting of A~ ——224 meV, which was obtained
from the spectra at low temperatures. The two structures
in the near-uv region, Eo and E2, were also fitted simul-
taneously with two 2D line shapes, which gave the best
fits over the whole temperature range. For the fit of the
three weak structures in between [labeled Eo+b,o and
E2(X) in Fig. 5] a 2D line shape was used as well.
In Fig. 6 we show the CP energies obtained from our

line-shape analysis for the main transitions observed in
GaAs as a function of temperature. In spite of the change
of the line shape of the Ei and Ei +b, i transitions from
excitonic to 2D at RT, the data for the CP energy match
smoothly in both regions. The energies of the Ei +b, i,
CP's are not shown, they run parallel to E~, displaced by
224 meV. At low temperatures the gaps depend quadrati-
cally on temperature and linearly at higher temperatures.
This behavior can be described by two equations:
Varshni's empirical relation

E(T)=E(0)—T+13 (3a)
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FIG. 5. Fits to the second derivatives of the real (solid line)
and imaginary (dashed line) parts of the dielectric function of
GaAs as a function of energy at 22 K. When reading from the
vertical scale, the value has to be divided by the factor, given in
the box under each structure. Note the change in the energy
scale for the Eo transition.
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FIG. 6. Temperature dependence of the interband critical-
point energies of GaAs. The solid lines represent the best fits
with Eq. (3a); the dashed lines correspond to the fit with Eq.
(3b). Typical error bars for the experimental points are given in
Table III, the fit parameters in Table I.

Polaronic satellites in  
angle-resolved photoemission 
spectroscopy (ARPES)

E lucidating the nature of charge carriers in doped transition
metal oxides (TMOs) is key to understanding the mechan-
ism of electrical conduction in these multifunctional

materials. In conducting oxides the infrared-active vibrations
can couple strongly to electrons, leading to the formation of
polarons1. Polarons are electrons dressed by a phonon cloud2,
and represent a paradigmatic example of emergent state in
condensed matter. Depending on their mass and size, polarons
exhibit widely different conduction mechanisms, from band-like
transport to thermally activated hopping transport3,4. Despite
being central to the science and technology of oxides, little is
known about the properties of polaronic states.

The interest in electron–phonon coupling and polaronic
quasiparticles in TMOs has been reinvigorated by recent angle-
resolved photoelectron spectroscopy (ARPES) experiments5–9.
The signature of polaronic behaviour in ARPES spectra is the
appearance of satellites below the conduction band, at integer
multiples of the optical phonon energy. This is reported in
Fig. 1a,b for the paradigmatic case of doped anatase TiO2 (ref. 5).
These pioneering measurements showed that by increasing
the carrier concentration, polaronic satellites gradually evolve
into the photoemission kinks observed in metals and
superconductors10 (see Fig. 1c). It was proposed that this
crossover reflects the evolution of charge carriers from polarons
to a Fermi liquid5,8. In order to clarify the origin of this transition
without making any a priori assumption about the underlying
mechanism, first principles calculations are urgently called for.
However, the investigation of polaronic features in ARPES
spectra from first principles and their evolution with doping is
exceptionally challenging and has never been reported before.

In the following we focus on the prototypical example of
anatase TiO2. On top of its well-known applications in solar
energy harvesting11,12 and superhydrophilic technology13,14, this
material is also being investigated in the quest for transparent
conducting oxides based on non-toxic and Earth-abundant
elements15,16. Despite its pivotal role in a broad range of
technologies, the nature of the charge carriers in anatase is still
controversial17. Here we address these issues by calculating
ARPES spectra and polaron wavefunctions entirely from
first principles. We develop a theoretical and computational
framework that allows us to investigate polarons and Fermi liquid
quasiparticles on the same footing, and without resorting to any
empirical parameters. Using this approach, we show how the
interplay between the dynamical screening of the electron plasma
and the Fröhlich electron–phonon coupling is responsible for the
transition between polaronic and Fermi liquid states. We propose
that the mechanism identified in this work may be universal, and
also applies to other oxides such as SrTiO3 and ZnO.

Results
Angle-resolved photoemission spectra. Our calculated ARPES
spectra are shown in Fig. 1d–f, for the same doping levels as in the
measurements of ref. 5, reproduced in Fig. 1a–c. These maps
show the bottom of the conduction band of n-doped anatase
TiO2, for three doping levels in the range 1018–1020 cm! 3. All
the spectra exhibit a bright parabolic band, whose size increases
with doping. This reflects the rise of the Fermi energy inside the
conduction band as the electron density increases. Besides this
bright feature, panels a–b (experiments) and d–e (calculations)
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Figure 1 | Ab initio ARPES spectra of n-doped anatase TiO2. (a–c) ARPES spectra of anatase TiO2 measured by Moser et al.5. The measurements were
taken at 20 K on samples with 5" 1018 cm! 3 (a), 3" 1019 cm! 3 (b) and 3.5" 1020 cm! 3 (c). The zero of the energy is set to the Fermi level. The electron
momentum kx is along the GS line of the anatase Brillouin zone (see j). Reproduced with permission from ref. 5. Copyright 2013 by the American Physical
Society. (d–f) Calculated spectral function of anatase TiO2, for the same electron momenta and nominal doping levels as in a–c. Gaussian masks of widths
25 meV and 0.015 Å! 1 were applied to account for the experimental resolution5. (g–i) Band structures extracted from the calculated spectral functions in
d–f. The bare bands are in red, the bands including electron–phonon interactions are in blue. The calculated mass enhancement parameter l is 0.73 (g),
0.70 (h) and 0.20 (i). (j) Brillouin zone and high-symmetry lines of anatase TiO2. (k) Calculated ARPES spectrum for a doping concentration of
3" 1019 cm! 3, showing the anisotropy of the electron dispersions along GX (basal plane of the tetragonal lattice, see Supplementary Fig. 1) and
GZ (c-axis).
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