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Institute Humans in Complex Systems (MikS)

– Analysis, evaluation and design of complex systems 
– Increased technical and organizational complexity 
– Individuals and groups confronted with such complexity 

– Objectives 
– Increase the reliability and safety of sociotechnical 

systems 
– Healthy humans and organizations
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Human Agency

• Focus:  

• Operative decison-making 

• Experienced human experts and where the stakes are high  

• Human agency 

• „… AI systems should support individuals in making better, more informed 
choices in accordance with their goals. …“   
(European Commission: Directorate-General for Communications Networks, Content and Technology, 
Ethics guidelines for trustworthy AI, Publications Office, 2019)
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Problems from Perspective of Work Psychology

• Automation capabilities exceed human capabilities (Bainbridge, 1983) 

• Humans are assigned tasks that that go beyond their capabilities 

• Humans loos skills (deskilling) 

• Automation complacency: Over-reliance (Parasuraman & Manzey, 2010) 

• Typical human errors: Omission error / commission error 

• AI exacerbates these problems (Endsley, 2023)
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Comprehensibility: Necessary but not Sufficient

• Humans still over-rely to AI even if the AI is comprehensible (by explainability / 
interpretability) (Buçinca et al., 2021; 2024)  

• Humans tend to not engage analytically with explanations 

• Cognitive forcing does not help 

• Humans tended to accept incorrect AI recommendations, even if they would 
have made a better decision without AI  

• When humans do not engage with AI-generated functions and do not question 
them, performance decreases (Dell’Acqua et al., 2023)
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From Recommendation-based AI to Supportive AI

Image from Gerd Altmann auf Pixabay
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Recommendation-based AI 
•Sophisticated recommendations 
•Over-reliance of humans

Supportive AI 
•Supporting cognitive processes 
•Augmenting human cognition

http://www.enershare.eu/


ai4realnet.eu

Intensified Human-AI Collaboration

Manual 
Control

Technical 
Control

1. Informate

2. Interaction

3. Collaboration
(Waefler, 2021)
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Human Expertise: Tacit knowledge

Bild von Bernd auf Pixabay

Human Expertise: Patter Recognition; 
Humans „read“ situations

Often an unconscious process

Mostly tacit: i.e. not explainable

Prerequisite: Experience

• What is important about the situation? 
What needs to be taken into account? 

• What needs to be done?
(Klein, 1998)

http://www.enershare.eu/
https://pixabay.com/de/users/momentmal-5324081/?utm_source=link-attribution&utm_medium=referral&utm_campaign=image&utm_content=2605467
https://pixabay.com/de//?utm_source=link-attribution&utm_medium=referral&utm_campaign=image&utm_content=2605467


ai4realnet.eu

(Klein, 2018)
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Monitoring

Situation Awareness

Deciding

Continuous Learning Motivation

Human-Machine Interface

AI Agent

Environment

Human-Human 
Model

Environment 
Model

Self Model

Transparency Exploration Animation Mirroring

Human Agent

AI Model 
(Trusting)

(Waefler et al, in press)
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Supportive-AI Explicitly Supports Human Cognitive Processes

• Supporting human decision-making regarding:  

• e.g. managing attention  

• e.g. comparing effects of different options for decisions 

• Supporting human learning regarding:  

• e.g. identifying weak signals of emerging problems 

• e.g. building expertise regarding leverage points  

• Supporting human motivation by: 

• e.g. making transparent causal relations (for experienced meaningfulness) 

• e.g. providing feedback regarding the impact of their decisions (for feedback)
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